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Foreword

“If, as is sometimes supposed, science consisted in nothing but the
laborious accumulation of facts, it would soon come to a standstill,
crushed, as it were, under its own weight. The suggestion of a new idea, or
the detection of a law, supersedes much that has previously been a burden
on the memory, and by introducing order and coherence facilitates the
retention of the remainder in an available form.. . . Two processes are thus
at work side by side, the reception of new material and the digestion and
assimilation of the old; and as both are essential we may spare ourselves
the discussion of their relative importance. One remark, however, should
be made. The work which deserves, but I am afraid does not always
receive, the most credit is that in which discovery and explanation go hand
in hand, in which not only are new facts presented, but their relation to
old ones is pointed out.”1

The above quotation is from the presidential address given by Lord
Rayleigh, Professor of Physics at Cambridge University, at the meeting
of the British Association for the Advancement of Science held in
Montreal in 1884. More than a century later, research funding agencies,
research ethics committees, researchers and journal editors in the field
of health research have only just begun to take Lord Rayleigh’s
injunction seriously. Research synthesis has a long history and has been
developed in many spheres of scientific activity.2 Social scientists in the
United States, in particular, have been actively discussing, developing
and applying methods for this kind of research for more than quarter of
a century,3–5 and, when the quality of the original research has been
adequate, research syntheses have had an important impact on policy
and practice.6,7

It was not until the late 1980s that Cynthia Mulrow8 and Andy
Oxman9 began to spell out, for a medical readership, the scientific issues
that need to be addressed in research synthesis. During the 1990s, there
was an encouraging growth of respect for scientific principles among
those preparing “stand alone” reviews, particularly reviews of research
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on the effects of health care interventions. Unfortunately, there is still
little evidence that the same scientific principles are recognised as rele-
vant in preparing the “discussion” sections of reports of new research.
An analysis of papers in five influential general medical journals showed
that the results of new studies are only very rarely presented in the
context of systematic reviews of relevant earlier studies.10

In an important step in the right direction, the British Medical
Journal, acknowledging the cumulative nature of scientific evidence, now
publishes with each report of new research a summary of what is
already known on the topic addressed, and what the new study has
added.

As a result of the slow progress in adopting scientifically defensible
methods of research synthesis in health care, the limited resources made
available for research continue to be squandered on ill-conceived
studies,11 and avoidable confusion continues to result from failure to
review research systematically and set the results of new studies in the
context of other relevant research. As a result, patients and others
continue to suffer unnecessarily.12

Take, for example, the disastrous effects of giving class 1 anti-
arrhythmic drugs to people having heart attacks, which has been esti-
mated to have caused tens of thousands of premature deaths in the
United States alone.13 The fact that the theoretical potential of these
drugs was not being realised in practice could have been recognised
many years earlier than it was. The warning signs were there in one of
the first systematic reviews of controlled trials in health care,14 yet more
than 50 trials of these drugs were conducted over nearly two decades15

before official warnings about their lethal impact were issued. Had the
new data generated by each one of these trials been presented within
the context of systematic reviews of the results of all previous trials, the
lethal potential of this class of drugs would have become clear earlier,
and an iatrogenic disaster would have been contained, if not avoided.

Failure to improve the quality of reviews by taking steps to reduce
biases and the effects of the play of chance – whether in “stand alone”
reviews or in reports of new evidence – will continue to have adverse
consequences for people using health services. The first edition of this
book helped to raise awareness of this,16 and its main messages were
well received. However, the call to improve the scientific quality of
reviews has not been accepted by everyone. In 1998, for example,
editors at the New England Journal of Medicine rejected a commentary
they had commissioned because they felt that their readers would not
understand its main message – that meta-analysis (statistical synthesis of
the results of separate but similar studies) could not be expected to
reduce biases in reviews, but only to reduce imprecision.17 The journal’s
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rejection was particularly ironic in view of the fact that it had published
one of the earliest and most important systematic reviews ever done.18

It was because of the widespread and incautious use of the term
“meta-analysis” that the term “systematic reviews” was chosen as the
title for the first edition of this book.16 Although meta-analysis may
reduce statistical imprecision and may sometimes hint at biases in
reviews (for example through tests of homogeneity, or funnel plots), it
can never prevent biases. As in many forms of research, even elegant
statistical manipulations, when performed on biased rubble, are inca-
pable of generating unbiased precious stones. As Matthias Egger has put
it – the diamond used to represent a summary statistic cannot be
assumed to be the jewel in the crown! 

The term “meta-analysis” has become so attractive to some people
that they have dubbed themselves “meta-analysts”, and so repellent to
others that they have lampooned it with dismissive “synonyms” such as
“mega-silliness”19 and “shmeta-analysis”.20 Current discussions about
ways of reducing biases and imprecision in reviews of research must not
be allowed to be held hostage by ambiguous use of the term ‘meta-
analysis’. Hopefully, both the title and the organisation of the contents
of this second edition of the book will help to promote more informed
and specific criticisms of reviews, and set meta-analysis in a proper con-
text.

Interest in methods for research synthesis among health researchers
and practitioners has burgeoned during the five years that have passed
between the first and second editions of this book. Whereas the first
edition16 had eight chapters and was just over 100 pages long, the
current edition has 26 chapters and is nearly 500 pages long. The first
edition of the book contained a methodological bibliography of less than
400 citations. Because that bibliography has now grown to over 2500
citations, it is now published and updated regularly in The Cochrane
Methodology Register.21 These differences reflect the breathtaking pace of
methodological developments in this sphere of research. Against this
background it is easy to understand why I am so glad that Matthias
Egger and George Davey Smith – who have contributed so importantly
to these developments – agreed to co-edit the second edition of this
book with Doug Altman.

After an introductory editorial chapter, the new edition begins with
six chapters concerned principally with preventing and detecting biases
in systematic reviews of controlled experiments. The important issue of
investigating variability within and between studies is tackled in the four
chapters that follow. The “methodological tiger country” of systematic
reviews of observational studies is then explored in three chapters.
Statistical methods and computer software are addressed in a section
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with four chapters. The book concludes with six chapters about using
systematic reviews in practice, and two about the present and future of
the Cochrane Collaboration.

Looking ahead, I hope that there will have been a number of further
developments in this field before the third edition of the book is pre-
pared. First and foremost, there needs to be wider acknowledgement of
the essential truth of Lord Rayleigh’s injunction, particularly within the
research community and among funders. Not only is research synthesis
an essential process for taking stock of the dividends resulting from the
investment of effort and other resources in research, it is also intellectu-
ally and methodologically challenging, and this should be reflected in
the criteria used to judge the worth of academic work. Hopefully we
will have seen the back of the naïve notion that when the results of
systematic reviews differ from those of large trials, the latter should be
assumed to be “the truth”.22

Second, I hope that people preparing systematic reviews, rather than
having to detect and try to take account of biases retrospectively, will
increasingly be able to draw on material that is less likely to be biased.
Greater efforts are needed to reduce biases in the individual studies that
will contribute to reviews.23 Reporting biases need to be reduced by
registration of studies prior to their results being known, and by
researchers recognising that they have an ethical and scientific responsi-
bility to report findings of well-designed studies, regardless of the
results.24 And I hope that there will be greater collaboration in designing
and conducting systematic reviews prospectively, as a contribution to
reducing biases in the review process, as pioneered in the International
Multicentre Pooled Analysis of Colon Cancer Trials.25

Third, the quality of reviews of observational studies must be
improved to address questions about aetiology, diagnostic accuracy, risk
prediction and prognosis.26 These questions cannot usually be tackled
using controlled experiments, so this makes systematic reviews of the
relevant research more complex. Consumers of research results are
frequently confused by conflicting claims about the accuracy of a diag-
nostic test, or the importance of a postulated aetiological or prognostic
factor. They need systematic reviews that explore whether these differ-
ences of opinion simply reflect differences in the extent to which biases
and the play of chance have been controlled in studies with apparently
conflicting results. A rejection of meta-analysis in these circumstances20

should not be used as an excuse for jettisoning attempts to reduces
biases in reviews of such observational data.

Fourth, by the time the next edition of this book is published it
should be possible to build on assessments of individual empirical
studies that have addressed methodological questions, such as those
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published in the Cochrane Collaboration Methods Groups Newsletter,27 and
instead, take account of up-to-date, systematic reviews of such studies.
Several such methodological reviews are currently being prepared, and
they should begin to appear in The Cochrane Library in 2001.

Finally, I hope that social scientists, health researchers and lay people
will be cooperating more frequently in efforts to improve both the
science of research synthesis and the design of new studies. Lay people
can help to ensure that researchers address important questions, and
investigate outcomes that really matter.28,29 Social scientists have a rich
experience of research synthesis, which remains largely untapped by
health researchers, and they have an especially important role to play in
designing reviews and new research to assess the effects of complex
interventions and to detect psychologically mediated effects of interven-
tions.30,31 Health researchers, for their part, should help lay people to
understand the benefits and limitations of systematic reviews, and
encourage social scientists to learn from the methodological develop-
ments that have arisen from the recent, intense activity in reviews of
health care interventions. Indeed, five years from now there may be a
case for reverting to the original title of the book – Systematic Reviews –
to reflect the fact that improving the quality of research synthesis
presents similar challenges across the whole spectrum of scientific
activity.

Iain Chalmers
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Introduction



1 Rationale, potentials,
and promise of systematic
reviews
MATTHIAS EGGER, GEORGE DAVEY SMITH,
KEITH O’ROURKE

Summary points

• Reviews are essential tools for health care workers, researchers, con-
sumers and policy makers who want to keep up with the evidence
that is accumulating in their field.

• Systematic reviews allow for a more objective appraisal of the evi-
dence than traditional narrative reviews and may thus contribute to
resolve uncertainty when original research, reviews, and editorials
disagree.

• Meta-analysis, if appropriate, will enhance the precision of estimates
of treatment effects, leading to reduced probability of false negative
results, and potentially to a more timely introduction of effective
treatments.

• Exploratory analyses, e.g. regarding subgroups of patients who are
likely to respond particularly well to a treatment (or the reverse), may
generate promising new research questions to be addressed in future
studies.

• Systematic reviews may demonstrate the lack of adequate evidence
and thus identify areas where further studies are needed.

The volume of data that need to be considered by practitioners and
researchers is constantly expanding. In many areas it has become simply
impossible for the individual to read, critically evaluate and synthesise
the state of current knowledge, let alone keep updating this on a regular
basis. Reviews have become essential tools for anybody who wants to
keep up with the new evidence that is accumulating in his or her field
of interest. Reviews are also required to identify areas where the

3



available evidence is insufficient and further studies are required.
However, since Mulrow1 and Oxman and Guyatt2 drew attention to the
poor quality of narrative reviews it has become clear that conventional
reviews are an unreliable source of information. In response to this
situation there has, in recent years, been increasing focus on formal
methods of systematically reviewing studies, to produce explicitly
formulated, reproducible, and up-to-date summaries of the effects of
health care interventions. This is illustrated by the sharp increase in the
number of reviews that used formal methods to synthesise evidence
(Figure 1.1).

In this chapter we will attempt to clarify terminology and scope,
provide some historical background, and examine the potentials and
promise of systematic reviews and meta-analysis.

Systematic review, overview or meta-analysis?

A number of terms are used concurrently to describe the process of
systematically reviewing and integrating research evidence, including
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Figure 1.1 Number of publications concerning meta-analysis, 1986–1999.
Results from MEDLINE search using text word and medical subject (MESH)
heading “meta-analysis” and text word “systematic review”.
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“systematic review”, “meta-analysis”, “research synthesis”, “overview”
and “pooling”. In the foreword to the first edition of this book,
Chalmers and Altman3 defined systematic review as a review that has
been prepared using a systematic approach to minimising biases and
random errors which is documented in a materials and methods section.
A systematic review may, or may not, include a meta-analysis: a statisti-
cal analysis of the results from independent studies, which generally
aims to produce a single estimate of a treatment effect.4 The distinction
between systematic review and meta-analysis, which will be used
throughout this book, is important because it is always appropriate and
desirable to systematically review a body of data, but it may sometimes
be inappropriate, or even misleading, to statistically pool results from
separate studies.5 Indeed, it is our impression that reviewers often find it
hard to resist the temptation of combining studies even when such
meta-analysis is questionable or clearly inappropriate.

The scope of meta-analysis

As discussed in detail in Chapter 12, a clear distinction should be
made between meta-analysis of randomised controlled trials and meta-
analysis of epidemiological studies. Consider a set of trials of high
methodological quality that examined the same intervention in compara-
ble patient populations: each trial will provide an unbiased estimate of
the same underlying treatment effect. The variability that is observed
between the trials can confidently be attributed to random variation and
meta-analysis should provide an equally unbiased estimate of the
treatment effect, with an increase in the precision of this estimate. A
fundamentally different situation arises in the case of epidemiological
studies, for example case-control studies, cross-sectional studies or cohort
studies. Due to the effects of confounding and bias, such observational
studies may produce estimates of associations that deviate from the under-
lying effect in ways that may systematically differ from chance. Combining
a set of epidemiological studies will thus often provide spuriously precise,
but biased, estimates of associations. The thorough consideration of
heterogeneity between observational study results, in particular of
possible sources of confounding and bias, will generally provide more
insights than the mechanistic calculation of an overall measure of effect
(see Chapters 9 and 12 for examples of observational meta-analyses).

The fundamental difference that exists between observational studies
and randomised controlled trials does not mean that the latter are
immune to bias. Publication bias and other reporting biases (see
Chapter 3) may distort the evidence from both trials and observational
studies. Bias may also be introduced if the methodological quality of
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5



controlled trials is inadequate6,7 (Chapter 5). It is crucial to understand
the limitations of meta-analysis and the importance of exploring sources
of heterogeneity and bias (Chapters 8–11), and much emphasis will be
given to these issues in this book. 

Historical notes

Efforts to compile summaries of research for medical practitioners
who struggle with the amount of information that is relevant to medical
practice are not new. Chalmers and Tröhler8 drew attention to two
journals published in the 18th century in Leipzig and Edinburgh,
Comentarii de rebus in scientia naturali et medicina gestis and Medical and
Philosophical Commentaries, which published critical appraisals of

SYSTEMATIC REVIEWS IN HEALTH CARE
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Box 1.1 From Laplace and Gauss to the first textbook
of meta-analysis

Astronomers long ago noticed that observations of the same objects differed
even when made by the same observers under similar conditions. The
calculation of the mean as a more precise value than a single measurement
had appeared by the end of the 17th century.9 By the late 1700s probability
models were being used to represent the uncertainty of observations that was
caused by measurement error. Laplace decided to write these models not as
the probability that an observation equalled the true value plus some error but
as the truth plus the “probability of some error”. In doing this he recognised
that as probabilities of independent errors multiply he could determine the
most likely joint errors, the concept which is at the heart of maximum likeli-
hood estimation.10 Laplace’s method of combining and quantifying uncer-
tainty in the combination of observations required an explicit probability
distribution for errors in the individual observations and no acceptable one
existed. Gauss drew on empirical experience and argued that a probability
distribution corresponding to what is today referred to as the Normal or
Gaussian distribution would be best. This remained speculative until
Laplace’s formulation of the central limit theorem – that for large sample sizes
the error distribution will always be close to Normally distributed. Hence,
Gauss’s method was more than just a good guess but justified by the central
limit theorem. Most statistical techniques used today in meta-analysis follow
from Gauss’s and Laplace’s work. Airy disseminated their work in his 1861
“textbook” on “meta-analysis” for astronomers (Figure 1.2) which included
the first formulation of a random effects model to allow for heterogeneity in
the results.11 Airy offered practical advice and argued for the use of judgement
to determine what type of statistical model should be used.
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Figure 1.2 The title page of what may be seen as the first “textbook” of
meta-analysis, published in 1861.



important new books in medicine, including, for example, William
Withering’s now classic Account of the foxglove (1785) on the use of
digitalis for treating heart disease. These journals can be seen as the
18th century equivalents of modern day secondary publications such as
the ACP Journal Club or Evidence based medicine.

The statistical basis of meta-analysis reaches back to the 17th century
when in astronomy and geodesy intuition and experience suggested that
combinations of data might be better than attempts to choose amongst
them (see Box 1.1). In the 20th century the distinguished statistician
Karl Pearson (Figure 1.3), was, in 1904, probably the first medical
researcher reporting the use of formal techniques to combine data from
different studies. The rationale for pooling studies put forward by
Pearson in his account on the preventive effect of serum inoculations
against enteric fever,12 is still one of the main reasons for undertaking
meta-analysis today: 

“Many of the groups ... are far too small to allow of any definite opinion
being formed at all, having regard to the size of the probable error
involved”.12
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Figure 1.3 Distinguished statistician Karl Pearson is seen as the first medical
researcher to use formal techniques to combine data from different studies.



However, such techniques were not widely used in medicine for many
years to come. In contrast to medicine, the social sciences and in particular
psychology and educational research, developed an early interest in the
synthesis of research findings. In the 1930s, 80 experiments examining the
“potency of moral instruction in modifying conduct” were systematically
reviewed.13 In 1976 the psychologist Glass coined the term “meta-analysis”
in a paper entitled “Primary, secondary and meta-analysis of research”.14

Three years later the British physician and epidemiologist Archie Cochrane
drew attention to the fact that people who want to make informed decisions
about health care do not have ready access to reliable reviews of the avail-
able evidence.15 In the 1980s meta-analysis became increasingly popular in
medicine, particularly in the fields of cardiovascular disease,16,17 oncology,18

and perinatal care.19 Meta-analysis of epidemiological studies20,21 and
“cross design synthesis”,22 the integration of observational data with the
results from meta-analyses of randomised clinical trials was also advocated.
In the 1990s the foundation of the Cochrane Collaboration (see Chapters
25 and 26) facilitated numerous developments, many of which are
documented in this book.

Why do we need systematic reviews? A patient with
myocardial infarction in 1981

A likely scenario in the early 1980s, when discussing the discharge of
a patient who had suffered an uncomplicated myocardial infarction, is
as follows: a keen junior doctor asks whether the patient should receive
a beta-blocker for secondary prevention of a future cardiac event. After
a moment of silence the consultant states that this was a question which
should be discussed in detail at the Journal Club on Thursday. The
junior doctor (who now regrets that she asked the question) is told to
assemble and present the relevant literature. It is late in the evening
when she makes her way to the library. The MEDLINE search identi-
fies four clinical trials.23–26 When reviewing the conclusions from these
trials (Table 1.1) the doctor finds them to be rather confusing and con-
tradictory. Her consultant points out that the sheer amount of research
published makes it impossible to keep track of and critically appraise
individual studies. He recommends a good review article. Back in the
library the junior doctor finds an article which the BMJ published in
1981 in a “Regular Reviews” section.27 This narrative review concluded:

Thus, despite claims that they reduce arrhythmias, cardiac work, and
infarct size, we still have no clear evidence that beta-blockers improve
long-term survival after infarction despite almost 20 years of clinical
trials.27

RATIONALE, POTENTIALS, AND PROMISE OF SYSTEMATIC REVIEWS
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Table 1.1 Conclusions from four randomised controlled trials of beta-blockers
in secondary prevention after myocardial infarction. 

The mortality and hospital readmission rates were not significantly different in the two groups.
This also applied to the incidence of cardiac failure, exertional dyspnoea, and frequency of
ventricular ectopic beats.

Reynolds and Whitlock23

Until the results of further trials are reported long-term beta-adrenoceptor blockade (possibly up to
two years) is recommended after uncomplicated anterior myocardial infarction.

Multicentre International Study24

The trial was designed to detect a 50% reduction in mortality and this was not shown. The non-
fatal reinfarction rate was similar in both groups.

Baber et al.25

We conclude that long-term treatment with timolol in patients surviving acute myocardial
infarction reduces mortality and the rate of reinfarction.

The Norwegian Multicentre Study Group26

The junior doctor is relieved. She presents the findings of the review
article, the Journal Club is a full success and the patient is discharged
without a beta-blocker. 

Narrative reviews

Traditional narrative reviews have a number of disadvantages that
systematic reviews may overcome. First, the classical review is subjective
and therefore prone to bias and error.28 Mulrow showed that among 50
reviews published in the mid 1980s in leading general medicine
journals, 49 reviews did not specify the source of the information and
failed to perform a standardised assessment of the methodological
quality of studies.1 Our junior doctor could have consulted another
review of the same topic, published in the European Heart Journal in the
same year. This review concluded that “it seems perfectly reasonable to
treat patients who have survived an infarction with timolol”.29 Without
guidance by formal rules, reviewers will inevitably disagree about issues
as basic as what types of studies it is appropriate to include and how to
balance the quantitative evidence they provide. Selective inclusion of
studies that support the author’s view is common. This is illustrated by
the observation that the frequency of citation of clinical trials is related
to their outcome, with studies in line with the prevailing opinion being
quoted more frequently than unsupportive studies30,31 Once a set of
studies has been assembled a common way to review the results is to
count the number of studies supporting various sides of an issue and to
choose the view receiving the most votes. This procedure is clearly
unsound, since it ignores sample size, effect size, and research design. It
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is thus hardly surprising that reviewers using traditional methods often
reach opposite conclusions1 and miss small, but potentially important,
differences.32 In controversial areas the conclusions drawn from a given
body of evidence may be associated more with the speciality of the
reviewer than with the available data.33 By systematically identifying,
scrutinising, tabulating, and perhaps integrating all relevant studies,
systematic reviews allow a more objective appraisal, which can help to
resolve uncertainties when the original research, classical reviews and
editorial comments disagree. 

Limitations of a single study

A single study often fails to detect, or exclude with certainty, a
modest, albeit relevant, difference in the effects of two therapies. A trial
may thus show no statistically significant treatment effect when in reality
such an effect exists – it may produce a false negative result. An
examination of clinical trials which reported no statistically significant
differences between experimental and control therapy has shown that
false negative results in health care research are common: for a clinically
relevant difference in outcome the probability of missing this effect
given the trial size was greater than 20% in 115 (85%) of the 136 trials
examined.34 Similarly, a recent examination of 1941 trials relevant to
the treatment of schizophrenia showed that only 58 (3%) studies were
large enough to detect an important improvement.35 The number of
patients included in trials is thus often inadequate, a situation which has
changed little over recent years.34 In some cases, however, the required
sample size may be difficult to achieve. A drug which reduces the risk
of death from myocardial infarction by 10% could, for example, delay
many thousands of deaths each year in the UK alone. In order to detect
such an effect with 90% certainty over ten thousand patients in each
treatment group would be needed.36

The meta-analytic approach appears to be an attractive alternative to
such a large, expensive and logistically problematic study. Data from
patients in trials evaluating the same or a similar drug in a number of
smaller, but comparable, studies are considered. Methods used for
meta-analysis employ a weighted average of the results in which the
larger trials have more influence than the smaller ones. Comparisons are
made exclusively between patients enrolled in the same study. As dis-
cussed in detail in chapter 15, there are a variety of statistical tech-
niques available for this purpose.37,38 In this way the necessary number
of patients may be reached, and relatively small effects can be detected
or excluded with confidence. Systematic reviews can also contribute to
considerations regarding the applicability of study results. The findings
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of a particular study might be felt to be valid only for a population of
patients with the same characteristics as those investigated in the trial. If
many trials exist in different groups of patients, with similar results
being seen in the various trials, then it can be concluded that the effect
of the intervention under study has some generality. By putting together
all available data meta-analyses are also better placed than individual
trials to answer questions regarding whether or not an overall study
result varies among subgroups, e.g. among men and women; older and
younger patients or participants with different degrees of severity of
disease.

A more transparent appraisal

An important advantage of systematic reviews is that they render the
review process transparent. In traditional narrative reviews it is often not
clear how the conclusions follow from the data examined. In an adequately
presented systematic review it should be possible for readers to replicate
the quantitative component of the argument. To facilitate this, it is
valuable if the data included in meta-analyses are either presented in
full or made available to interested readers by the authors. The
increased openness required leads to the replacement of unhelpful
descriptors such as “no clear evidence”, “some evidence of a trend”, “a
weak relationship” and “a strong relationship”.39 Furthermore, perform-
ing a meta-analysis may lead to reviewers moving beyond the conclusions
authors present in the abstract of papers, to a thorough examination of
the actual data. 

The epidemiology of results

The tabulation, exploration and evaluation of results are important
components of systematic reviews. This can be taken further to explore
sources of heterogeneity and test new hypotheses that were not posed in
individual studies, for example using “meta-regression” techniques (see
also Chapters 8–11). This has been termed the “epidemiology of results”
where the findings of an original study replace the individual as the unit of
analysis.40 However, it must be born in mind that although the studies
included may be controlled experiments, the meta-analysis itself is subject
to many biases inherent in observational studies.41 Aggregation or ecologi-
cal bias42 is also a problem unless individual patient data is available (see
Chapter 6). Systematic reviews can, nevertheless, lead to the identification
of the most promising or the most urgent research question, and may
permit a more accurate calculation of the sample sizes needed in future
studies (see Chapter 24). This is illustrated by an early meta-analysis of
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four trials that compared different methods of monitoring the fetus during
labour.43 The meta-analysis led to the hypothesis that, compared with
intermittent auscultation, continuous fetal heart monitoring reduced the
risk of neonatal seizures. This hypothesis was subsequently confirmed in a
single randomised trial of almost seven times the size of the four previous
studies combined.44

What was the evidence in 1981? Cumulative meta-
analysis

What conclusions would our junior doctor have reached if she had
had access to a meta-analysis? Numerous meta-analyses of trials
examining the effect of beta-antagonists have been published since
1981.17,45–48 Figure 1.4 shows the results from the most recent analysis
that included 33 randomised comparisons of beta-blockers versus
placebo or alternative treatment in patients who had had a myocardial
infarction.48 These trials were published between 1967 and 1997. The
combined relative risk indicates that beta-blockade starting after the
acute infarction reduces subsequent premature mortality by an estimated
20% (relative risk 0.80). A useful way to show the evidence that was
available in 1981 and at other points in time is to perform a cumulative
meta-analysis.49

Cumulative meta-analysis is defined as the repeated performance of
meta-analysis whenever a new relevant trial becomes available for inclu-
sion. This allows the retrospective identification of the point in time
when a treatment effect first reached conventional levels of statistical
significance. In the case of beta-blockade in secondary prevention of
myocardial infarction, a statistically significant beneficial effect (P < 0·05)
became evident by 1981 (Figure 1.5). Subsequent trials in a further
15 000 patients simply confirmed this result. This situation has been
taken to suggest that further studies in large numbers of patients may
be at best superfluous and costly, if not unethical,50 once a statistically
significant treatment effect is evident from meta-analysis of the existing
smaller trials.

Similarly, Lau et al. showed that for the trials of intravenous streptok-
inase in acute myocardial infarction, a statistically significant (P = 0·01)
combined difference in total mortality was achieved by 197349 (Figure
1.6). At that time, 2432 patients had been randomised in eight small
trials. The results of the subsequent 25 studies which included the large
GISSI-1 and ISIS-2 trials51,52 and enrolled a total of 34 542 additional
patients reduced the significance level to P = 0·001 in 1979, P =
0·0001 in 1986 and to P < 0·00001 when the first mega-trial appeared,
narrowing the confidence intervals around an essentially unchanged
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Figure 1.4 “Forest plot” showing mortality results from trials of beta-blockers in
secondary prevention after myocardial infarction. Trials are ordered by year of
publication. The black square and horizontal line correspond to the trials’ risk
ratio and 95% confidence intervals. The area of the black squares reflects the
weight each trial contributes in the meta-analysis. The diamond represents the
combined relative risk with its 95% confidence interval, indicating a 20% reduc-
tion in the odds of death. See Chapter 2 for a detailed description of forest
plots. Adapted from Freemantle et al.48



estimate of about 20% reduction in the risk of death. Interestingly, at
least one country licensed streptokinase for use in myocardial infarction
before GISSI-151 was published, whereas many national authorities
waited for this trial to appear and some waited a further two years for
the results of ISIS-252 (Figure 1.6).

Another application of cumulative meta-analysis has been to correlate
the accruing evidence with the recommendations made by experts in
review articles and text books. Antman et al. showed for thrombolytic
drugs that recommendations for routine use first appeared in 1987, 14
years after a statistically significant (P = 0·01) beneficial effect became
evident in cumulative meta-analysis.53 Conversely, the prophylactic use
of lidocaine continued to be recommended for routine use in myocar-
dial infarction despite the lack of evidence for any beneficial effect, and
the possibility of a harmful effect being evident in the meta-analysis.
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Figure 1.5 Cumulative meta-analysis of controlled trials of beta-blockers after
myocardial infarction. The data correspond to Figure 1.4. A statistically signifi-
cant (P < 0·05) beneficial effect on mortality became evident in 1981.



Conclusions

Systematic review including, if appropriate, a formal meta-analysis is
clearly superior to the narrative approach to reviewing research. In
addition to providing a precise estimate of the overall treatment effect in
some instances, appropriate examination of heterogeneity across individ-
ual studies can produce useful information with which to guide rational
and cost effective treatment decisions. Systematic reviews are also
important to demonstrate areas where the available evidence is insuffi-
cient and where new, adequately sized trials are required.
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Figure 1.6 Cumulative meta-analysis of randomised controlled trials of
intravenous streptokinase in myocardial infarction. The number of patients
randomised in a total of 33 trials, and national authorities licensing streptokinase
for use in myocardial infarction are also shown. aIncludes GISSI-1; bISIS-2.
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Part I: Systematic reviews of 
controlled trials



2 Principles of and 
procedures for 
systematic reviews
MATTHIAS EGGER, GEORGE DAVEY SMITH

Summary points

• Reviews and meta-analyses should be as carefully planned as any
other research project, with a detailed written protocol prepared in
advance.

• The formulation of the review question, the a priori definition of
eligibility criteria for trials to be included, a comprehensive search for
such trials and an assessment of their methodological quality, are
central to high quality reviews.

• The graphical display of results from individual studies on a common
scale (“Forest plot”) is an important step, which allows a visual
examination of the degree of heterogeneity between studies.

• There are different statistical methods for combining the data in
meta-analysis but there is no single “correct” method. A thorough
sensitivity analysis should always be performed to assess the robust-
ness of combined estimates to different assumptions, methods and
inclusion criteria and to investigate the possible influence of bias.

• When interpreting results, reviewers should consider the importance
of beneficial and harmful effects of interventions in absolute and rela-
tive terms and address economic implications and implications for
future research.

Systematic reviews allow a more objective appraisal of the evidence than
traditional narrative reviews and may thus contribute to resolve uncer-
tainty when original research, reviews and editorials disagree. Systematic
reviews are also important to identify questions to be addressed in future
studies. As will be discussed in the subsequent chapter, ill conducted
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reviews and meta-analyses may, however, be biased due to exclusion of
relevant studies, the inclusion of inadequate studies or the inappropriate
statistical combination of studies. Such bias can be minimised if a few
basic principles are observed. Here we will introduce these principles
and give an overview of the practical steps involved in performing
systematic reviews. We will focus on systematic reviews of controlled
trials but the basic principles are applicable to reviews of any type of
study (see Chapters 12–14 for a discussion of systematic reviews of
observational studies). Also, we assume here that the review is based on
summary information obtained from published papers, or from the
authors. Systematic reviews and meta-analyses based on individual
patient data are discussed in Chapter 6. We stress that the present
chapter can only serve as an elementary introduction. Readers who want
to perform systematic reviews should consult the ensuing chapters and
consider joining forces with the Cochrane Collaboration (see Chapters
25 and 26).

Developing a review protocol

Systematic reviews should be viewed as observational studies of the
evidence. The steps involved, summarised in Box 2.1, are similar to any
other research undertaking: formulation of the problem to be addressed,
collection and analysis of the data, and interpretation of the results.
Likewise, a detailed study protocol which clearly states the question to
be addressed, the subgroups of interest, and the methods and criteria to
be employed for identifying and selecting relevant studies and extracting
and analysing information should be written in advance. This is impor-
tant to avoid bias being introduced by decisions that are influenced by
the data. For example, studies which produced unexpected or undesired
results may be excluded by post hoc changes to the inclusion criteria.
Similarly, unplanned data-driven subgroup analyses are likely to pro-
duce spurious results.1,2 The review protocol should ideally be conceived
by a group of reviewers with expertise both in the content area and the
science of research synthesis.

Objectives and eligibility criteria

The formulation of detailed objectives is at the heart of any research
project. This should include the definition of study participants, inter-
ventions, outcomes and settings. As with patient inclusion and exclusion
criteria in clinical studies, eligibility criteria can then be defined for the
type of studies to be included. They relate to the quality of trials and to
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1 Formulate review question

2 Define inclusion and exclusion
criteria

• participants
• interventions and comparisons
• outcomes
• study designs and methodologi-

cal quality

3 Locate studies (see also
Chapter 4)

Develop search strategy considering
the following sources:

• The Cochrane Controlled Trials
Register (CCTR)

• electronic databases and trials
registers not covered by CCTR

• checking of reference lists
• handsearching of key journals
• personal communication with

experts in the field

4 Select studies
• have eligibility checked by more

than one observer
• develop strategy to resolve dis-

agreements
• keep log of excluded studies,

with reasons for exclusions

5 Assess study quality (see also
Chapter 5)

• consider assessment by more
than one observer

• use simple checklists rather than
quality scales

• always assess concealment of

treatment allocation, blinding
and handling of patient attrition 

• consider blinding of observers to
authors, institutions and journals

6 Extract data
• design and pilot data extraction

form
• consider data extraction by more

than one observer
• consider blinding of observers to

authors, institutions and journals

7 Analyse and present results
(see also Chapters 8–11, 15, 16)

• tabulate results from individual
studies

• examine forest plot
• explore possible sources of hetero-

geneity
• consider meta-analysis of all trials

or subgroups of trials
• perform sensitivity analyses,

examine funnel plots
• make list of excluded studies

available to interested readers

8 Interpret results (see also 
Chapters 19–24)

• consider limitations, including
publication and related biases

• consider strength of evidence
• consider applicability
• consider numbers-needed-to-treat

to benefit / harm
• consider economic implications
• consider implications for future

research

Box 2.1 Steps in conducting a systematic review*

* Points 1–7 should be addressed in the review protocol.



the combinability of patients, treatments, outcomes and lengths of
follow-up. As discussed in detail in Chapter 5, quality and design
features of clinical trials can influence the results.3–5 Ideally, only
controlled trials with proper patient randomisation which report on all
initially included patients according to the intention-to-treat principle
and with an objective, preferably blinded, outcome assessment would be
considered for inclusion.6 Formulating assessments regarding study
quality can be a subjective process, however, especially since the
information reported is often inadequate for this purpose.7–10 It is there-
fore generally preferable to define only basic inclusion criteria, to assess
the methodological quality of component studies, and to perform a
thorough sensitivity analysis, as illustrated below.

Literature search

The search strategy for the identification of the relevant studies
should be clearly delineated. As discussed in Chapter 4, identifying
controlled trials for systematic reviews has become more straightforward
in recent years. Appropriate terms to index randomised trials and con-
trolled trials were introduced in the widely used bibliographic databases
MEDLINE and EMBASE by the mid 1990s. However, tens of
thousands of trial reports had been included prior to the introduction of
these terms. In a painstaking effort the Cochrane Collaboration checked
the titles and abstracts of almost 300 000 MEDLINE and EMBASE
records which were then re-tagged as clinical trials if appropriate. It was
important to examine both MEDLINE and EMBASE because the over-
lap in journals covered by the two databases is only about 34%.11 The
majority of journals indexed in MEDLINE are published in the US
whereas EMBASE has better coverage of European journals (see Box
4.1 in Chapter 4 for a detailed comparison of MEDLINE and
EMBASE). Re-tagging continues in MEDLINE and EMBASE and
projects to cover other databases are ongoing or planned. Finally, thou-
sands of reports of controlled trials have been identified by manual
searches (“handsearching”) of journals, conference proceedings and
other sources.

All trials identified in the re-tagging and handsearching projects have
been included in the The Cochrane Controlled Trials Register which is
available in the Cochrane Library on CD ROM or online (see Chapter
25). This register currently includes over 250 000 records and is clearly
the best single source of published trials for inclusion in systematic
reviews. Searches of MEDLINE and EMBASE are, however, still
required to identify trials that were published recently (see the search
strategy described in Chapter 4). Specialised databases, conference pro-
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ceedings and the bibliographies of review articles, monographs and the
located studies should be scrutinised as well. Finally, the searching by
hand of key journals should be considered, keeping in mind that many
journals are already being searched by the Cochrane Collaboration.

The search should be extended to include unpublished studies, as
their results may systematically differ from published trials. As discussed
in Chapter 3, a systematic review which is restricted to published evi-
dence may produce distorted results due to publication bias. Registration
of trials at the time they are established (and before their results become
known) would eliminate the risk of publication bias.12 A number of such
registers have been set up in recent years and access to these has
improved, for example through the Cochrane Collaboration’s Register of
Registers or the internet-based metaRegister of Controlled Trials which
has been established by the publisher Current Science (see Chapters 4
and 24). Colleagues, experts in the field, contacts in the pharmaceutical
industry and other informal channels can also be important sources of
information on unpublished and ongoing trials.

Selection of studies, assessment of methodological
quality and data extraction

Decisions regarding the inclusion or exclusion of individual studies
often involve some degree of subjectivity. It is therefore useful to have
two observers checking eligibility of candidate studies, with disagree-
ments being resolved by discussion or a third reviewer.

Randomised controlled trials provide the best evidence of the efficacy
of medical interventions but they are not immune to bias. Studies relat-
ing methodological features of trials to their results have shown that trial
quality influences effect sizes.4,5,13 Inadequate concealment of treatment
allocation, resulting, for example, from the use of open random number
tables, is on average associated with larger treatment effects.4,5,13 Larger
effects were also found if trials were not double-blind.4 In some
instances effects may also be overestimated if some participants, for
example, those not adhering to study medications, were excluded from
the analysis.14–16 Although widely recommended, the assessment of the
methodological quality of clinical trials is a matter of ongoing debate.7

This is reflected by the large number of different quality scales and
checklists that are available.10,17 Empirical evidence10 and theoretical
considerations18 suggests that although summary quality scores may in
some circumstances provide a useful overall assessment, scales should
not generally be used to assess the quality of trials in systematic reviews.
Rather, as discussed in Chapter 5, the relevant methodological aspects
should be identified in the study protocol, and assessed individually.
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Again, independent assessment by more than one observer is desirable.
Blinding of observers to the names of the authors and their institutions,
the names of the journals, sources of funding and acknowledgments
should also be considered as this may lead to more consistent assess-
ments.19 Blinding involves photocopying of papers removing the title
page and concealing journal identifications and other characteristics with
a black marker, or scanning the text of papers into a computer and
preparing standardised formats.20,21 This is time consuming and poten-
tial benefits may not always justify the additional costs.22

It is important that two independent observers extract the data, so errors
can be avoided. A standardised record form is needed for this purpose.
Data extraction forms should be carefully designed, piloted and revised if
necessary. Electronic data collection forms have a number of advantages,
including the combination of data abstraction and data entry in one step,
and the automatic detection of inconsistencies between data recorded by
different observers. However, the complexities involved in programming
and revising electronic forms should not be underestimated.23

Presenting, combining and interpreting results

Once studies have been selected, critically appraised and data
extracted the characteristics of included studies should be presented in
tabular form. Table 2.1 shows the characteristics of the long term trials
that were included in a systematic review24 of the effect of beta blockade
in secondary prevention after myocardial infarction (we mentioned this
example in Chapter 1 and will return to it later in this chapter).
Freemantle et al.24 included all parallel group randomised trials that
examined the effectiveness of beta blockers versus placebo or alternative
treatment in patients who had had a myocardial infarction. The authors
searched 11 bibliographic databases, including dissertation abstracts and
grey literature databases, examined existing reviews and checked the
reference lists of each identified study. Freemantle et al. identified 31
trials of at least six months’ duration which contributed 33 comparisons
of beta blocker with control groups (Table 2.1).

Standardised outcome measure

Individual results have to be expressed in a standardised format to
allow for comparison between studies. If the endpoint is binary (e.g.
disease versus no disease, or dead versus alive) then relative risks or
odds ratios are often calculated. The odds ratio has convenient mathe-
matical properties, which allow for ease in the combination of data and
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the testing of the overall effect for statistical significance, but, as dis-
cussed in Box 2.2, the odds ratio will differ from the relative risk if the
outcome is common. Relative risks should probably be prefered over
odds ratios because they are more intuitively comprehensible to most
people.25,26 Absolute measures such as the absolute risk reduction or the
number of patients needed to be treated for one person to benefit27 are
more helpful when applying results in clinical practice (see below). If
the outcome is continuous and measurements are made on the same
scale (e.g. blood pressure measured in mm Hg) the mean difference
between the treatment and control groups is used. If trials measured
outcomes in different ways, differences may be presented in standard
deviation units, rather than as absolute differences. For example, the
efficacy of non-steroidal antiinflammatory drugs for reducing pain in
patients with rheumatoid arthritis was measured using different scales.28

The choice and calculation of appropriate summary statistics is covered
in detail in Chapters 15 and 16.

Graphical display

Results from each trial are usefully graphically displayed together with
their confidence intervals in a “forest plot”, a form of presentation
developed in the 1980s by Richard Peto’s group in Oxford. Figure 2.1
represents the forest plot for the trials of beta-blockers in secondary pre-
vention after myocardial infarction which we mentioned in Chapter 1.24

Each study is represented by a black square and a horizontal line which
correspond to the point estimate and the 95% confidence intervals of
the relative risk. The 95% confidence intervals would contain the true
underlying effect in 95% of the occasions, if the study was repeated
again and again. The solid vertical line corresponds to no effect of treat-
ment (relative risk 1·0). If the confidence interval includes 1, then the
difference in the effect of experimental and control therapy is not
statistically significant at conventional levels (P > 0·05). The confidence
interval of most studies cross this line. The area of the black squares
reflects the weight of the study in the meta-analysis (see below).

A logarithmic scale was used for plotting the relative risk in Figure
2.2. There are a number of reasons why ratio measures are best plotted
on logarithmic scales.29 Most importantly, the value of a risk ratio and
its reciprocal, for example 0·5 and 2, which represent risk ratios of the
same magnitude but opposite directions, will be equidistant from 1·0.
Studies with relative risks below and above 1·0 will take up equal space
on the graph and thus visually appear to be equally important. Also,
confidence intervals will be symmetrical around the point estimate.
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Box 2.2 Odds ratio or relative risk?

Odds ratios are often used in order to bring the results of different trials
into a standardised format. What is an odds ratio and how does it relate
to the relative risk? The odds is defined as the number of patients who
fulfill the criteria for a given endpoint divided by the number of patients
who do not. For example, the odds of diarrhoea during treatment with an
antibiotic in a group of 10 patients may be 4 to 6 (4 with diarrhoea
divided by 6 without, 0·66), as compared to 1 to 9 (0·11) in a control
group. A bookmaker (a person who takes bets, especially on horse-races,
calculates odds, and pays out winnings) would, of course, refer to this as
nine to one. The odds ratio of treatment to control group in this example
is 6 (0·66 divided by 0·11). The risk, on the other hand, is calculated as
the number of patients with diarrhoea divided by all patients. It would be
4 in 10 in the treatment group and 1 in 10 in the control group, for a risk
ratio, or a relative risk, of 4 (0·4 divided by 0·1). As shown in Figure 2.1,
the odds ratio will be close to the relative risk if the endpoint occurs
relatively infrequently, say in less than 15%. If the outcome is more
common, as in the diarrhoea example, then the odds ratio will differ
increasingly from the relative risk. The choice of binary outcome measures
is discussed in detail in Chapter 16.
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Heterogeneity between study results

The thoughtful consideration of heterogeneity between study results is
an important aspect of systematic reviews.30,31 As mentioned above, this
should start when writing the review protocol, by defining potential
sources of heterogeneity and planning appropriate subgroup analyses.
Once the data have been assembled, simple inspection of the forest plot
is informative. The results from the beta-blocker trials are fairly homo-
geneous, clustering between a relative risk of 0·5 and 1·0, with widely
overlapping confidence intervals (Figure 2.2). In contrast, trials of BCG
vaccination for prevention of tuberculosis32 (Figure 2.3) are clearly
heterogeneous. The findings of the UK trial, which indicate substantial
benefit of BCG vaccination are not compatible with those from the
Madras or Puerto Rico trials which suggest little effect or only a modest
benefit. There is no overlap in the confidence intervals of the three
trials. Other graphical representations, discussed elsewhere, are particu-
larly useful to detect and investigate heterogeneity. These include
Galbraith plots29 (see Chapter 9), L’Abbé plots33 (see Chapters 8, 10
and 16) and funnel plots34 (see Chapter 11).

Statistical tests of homogeneity (also called tests for heterogeneity)
assess whether the individual study results are likely to reflect a single
underlying effect, as opposed to a distribution of effects. If this test fails
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Figure 2.3 Forest plot of trials of BCG vaccine to prevent tuberculosis. Trials
are ordered according to the latitude of the study location, expressed as degrees
from the equator. No meta-analysis is shown. Adapated from Colditz et al.32
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to detect heterogeneity among results, then it is assumed that the
differences observed between individual studies are a consequence of
sampling variation and simply due to chance. A chi-square test of
homogeneity gives P = 0·25 for the beta-blocker trials but P < 0·001 for
the BCG trials. The BCG trials are an extreme example, however, and
a major limitation of statistical tests of homogeneity is their lack of
power – they often fail to reject the null hypothesis of homogeneous
results even if substantial inter-study differences exist. Reviewers should
therefore not assume that a non-significant test of heterogeneity
excludes important heterogeneity. Heterogeneity between study results
should not be seen as purely a problem for systematic reviews, since it
also provides an opportunity for examining why treatment effects 
differ in different circumstances, as discussed below and in Chapters 8
and 9.

Methods for estimating a combined effect estimate

If, after careful consideration, a meta-analysis is deemed appropriate,
the last step consists in estimating an overall effect by combining the
data. Two principles are important. Firstly, simply pooling the data
from different studies and treating them as one large study would fail to
preserve the randomisation and introduce bias and confounding. For
example, a recent review and “meta-analysis” of the literature on the
role of male circumcision in HIV transmission concluded that the risk
of HIV infection was lower in uncircumcised men.35 However, the
analysis was performed by simply pooling the data from 33 diverse
studies. A re-analysis stratifying the data by study found that an intact
foreskin was in fact associated with an increased risk of HIV infection.36

Confounding by study thus led to a change in the direction of the
association (a case of “Simpson’s paradox” in epidemiological
parlance37). The unit of the trial must therefore always be maintained
when combining data.

Secondly, simply calculating an arithmetic mean would be inappro-
priate. The results from small studies are more subject to the play of
chance and should, therefore, be given less weight. Methods used for
meta-analysis employ a weighted average of the results in which the
larger trials generally have more influence than the smaller ones. There
are a variety of statistical techniques available for this purpose (see
Chapter 15), which can be broadly classified into two models.38 The
difference consists in the way the variability of the results between the
studies is treated. The “fixed effects” model considers this variability as
exclusively due to random variation and individual studies are simply
weighted by their precision.39 Therefore, if all the studies were infinitely
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large they would give identical results. The main alternative, the “random
effects” model,40 assumes a different underlying effect for each study and
takes this into consideration as an additional source of variation. Effects
are assumed to be randomly distributed and the central point of this
distribution is the focus of the combined effect estimate. The random
effects model leads to relatively more weight being given to smaller
studies and to wider confidence intervals than the fixed effects model.
The use of random effects models has been advocated if there is hetero-
geneity between study results. This is problematic, however. Rather
than simply ignoring it after applying some statistical model, the
approach to heterogeneity should be to scrutinise, and attempt to
explain it.30,31

While neither of the two models can be said to be “correct”, a sub-
stantial difference in the combined effect calculated by the fixed and
random effects models will be seen only if studies are markedly hetero-
geneous, as in the case of the BCG trials (Table 2.2). Combining trials
using a random effects model indicates that BCG vaccination halves the
the risk of tuberculosis, whereas fixed effects analysis indicates that the
risk is only reduced by 35%. This is essentially explained by the differ-
ent weight given to the large Madras trial which showed no protective
effect of vaccination (41% of the total weight with fixed effects model,
10% with random effects model, Table 2.2). Both analyses are probably
misguided. As shown in Figure 2.2, BCG vaccination appears to be
effective at higher latitudes but not in warmer regions, possibly because
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Table 2.2 Meta-analysis of trials of BCG vaccination to prevent tuberculosis
using a fixed effects and random effects model. Note the differences in the
weight allocated to individual studies. The raw data (from Colditz et al.32) are
given in Chapter 18.

Trial Relative risk Fixed effects Random effects
(95% CI) weight (%) weight (%)

Madanapalle 0·80 (0·52 to 1·25) 3·20 8·88
Madras 1·01 (0·89 to 1·14) 41·40 10·22
Puerto Rico 0·71 (0·57 to 0·89) 13·21 9·93
Haiti 0·20 (0·08 to 0·50) 0·73 6·00
South Africa 0·63 (0·39 to 1·00) 2·91 8·75
Georgia 0·98 (0·58 to 1·66) 0·31 3·80
Georgia 1·56 (0·37 to 6·53) 2·30 8·40
Chicago 0·26 (0·07 to 0·92) 0·40 4·40
Chicago 0·25 (0·15 to 0·43) 2·25 8·37
Northern USA 0·41 (0·13 to 1·26) 23·75 10·12
Northern USA 0·46 (0·39 to 0·54) 0·50 5·05
UK 0·24 (0·18 to 0·31) 8·20 9·71
Canada 0·20 (0·09 to 0·49) 0·84 6·34

Combined relative risks 0·65 (0·60 to 0·70) 0·49 (0·35 to 0·70)



exposure to certain environmental mycobacteria acts as a “natural”
BCG inoculation in warmer regions.41 In this situation it is more
meaningful to quantify how the effect varies according to latitude than
to calculate an overall estimate of effect which will be misleading,
independent of the model used (see Chapter 18 for further analyses of
the BCG trials).

Bayesian meta-analysis

There are other statistical approaches, which some feel are more
appropriate than either of the above. One uses Bayes’ theorem, named
after the 18th century English clergyman Thomas Bayes.42–44 Bayesian
statisticians express their belief about the size of an effect by specifying
some prior probability distribution before seeing the data – and then
update that belief by deriving a posterior probability distribution, taking
the data into account.45 Bayesian models are available in both a fixed
and random effects framework but published applications have usually
been based on the random effects assumption. The confidence interval
(or more correctly in bayesian terminology: the 95% credible interval
which covers 95% of the posterior probability distribution) will be
slightly wider than that derived from using the conventional models.46,47

Bayesian methods allow probability statements to be made directly
regarding, for example, the comparative effects of two treatments (“the
probability that treatment A is better than B is 0·99”).48 Bayesian
approaches to meta-analysis can integrate other sources of evidence, for
example findings from observational studies or expert opinion and are
particularly useful for analysing the relationship between treatment
benefit and underlying risk (see Chapter 10).44,49 Finally, they provide a
natural framework for cumulative meta-analysis.49,50

Bayesian approaches are, however, controversial because the definition
of prior probability will often involve subjective assessments and opinion
which runs against the principles of systematic review. Furthermore,
analyses are complex to implement and time consuming. More method-
ological research is required to define the appropriate place of bayesian
methods in systematic reviews and meta-analysis.44,49

Sensitivity analysis

There will often be diverging opinions on the correct method for
performing a particular meta-analysis. The robustness of the findings to
different assumptions should therefore always be examined in a
thorough sensitivity analysis. This is illustrated in Figure 2.4 for the
beta-blocker after myocardial infarction meta-analysis.24 First, the overall
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effect was calculated by different statistical methods, both using a fixed
and a random effects model. It is evident from the figure that the over-
all estimate is virtually identical and that confidence intervals are only
slightly wider when using the random effects model. This is explained
by the relatively small amount of between trial variation present in this
meta-analysis.

Methodological quality was assessed in terms of concealment of alloca-
tion of study participants to beta-blocker or control groups and blinding of
patients and investigators.24 Figure 2.4 shows that the estimated treatment
effect was similar for studies with and without concealment of treatment
allocation. The eight studies that were not double-blind indicated more
benefit than the 25 double-blind trials but confidence intervals overlap
widely. Statistically significant results are more likely to get published than
non-significant findings51 and this can distort the findings of meta-analyses
(see Chapter 3). Whether such publication bias is present can be examined
by stratifying the analysis by study size. Smaller effects can be statistically
significant in larger studies. If publication bias is present, it is expected that
of published studies, the larger ones will report the smaller effects. The
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Figure 2.4 Sensitivity analyses examining the robustness of the effect on total
mortality of beta-blockers in secondary prevention after myocardial infarction.
The dotted vertical line corresponds to the combined relative risk from the fixed
effects model (0·8).



figure shows that in the present example this is indeed the case with the 11
smallest trials (25 deaths or less) showing the largest effect. However,
exclusion of the smaller studies has little effect on the overall estimate.
Studies varied in terms of length of follow up but this again had little effect
on estimates. Finally, two trials52,53 were terminated earlier than anticipated
on the grounds of the results from interim analyses. Estimates of treatment
effects from trials which were stopped early because of a significant
treatment difference are liable to be biased away from the null value. Bias
may thus be introduced in a meta-analysis which includes such trials.54

Exclusion of these trials, however, again affects the overall estimate only
marginally.

The sensitivity analysis thus shows that the results from this meta-
analysis are robust to the choice of the statistical method and to the
exclusion of trials of lesser quality or of studies terminated early. It also
suggests that publication bias is unlikely to have distorted its findings.

Relative or absolute measures of effect?

The relative risk of death associated with the use of beta-blockers
after myocardial infarction is 0·80 (95% confidence interval 0·74 to
0·86) (Figure 2.2). The relative risk reduction, obtained by substracting
the relative risk from 1 and expressing the result as a percentage, is
20% (95% confidence interval 14 to 26%). The relative measures
ignore the underlying absolute risk. The risk of death among patients
who have survived the acute phase of myocardial infarction, however,
varies widely.55 For example, among patients with three or more cardiac
risk factors, the probability of death at two years after discharge ranged
from 24 to 60%.55 Conversely, two-year mortality among patients with
no risk factors was less than three percent. The absolute risk reduction, or
risk difference, reflects both the underlying risk without therapy and the
risk reduction associated with therapy. Taking the reciprocal of the risk
difference gives the number of patients who need to be treated to
prevent one event, which is abbreviated to NNT or NNT(benefit).27

The number of patients that need to be treated to harm one patient,
denoted as NNH or, more appropriately, NNT(harm)56 can also be
calculated.

For a baseline risk of one per cent per year, the absolute risk
difference indicates that two deaths are prevented per 1000 treated
patients (Table 2.3). This corresponds to 500 patients (1 divided by
0·002) treated for one year to prevent one death. Conversely, if the risk
is above 10%, less than 50 patients have to be treated to prevent one
fatal event. Many clinicians would probably decide not to treat patients
at very low risk, considering the large number of patients who would
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have to be exposed to the adverse effects of beta-blockade to postpone
one death. Appraising the NNT from a patient’s estimated risk without
treatment, and the relative risk reduction with treatment, is a helpful aid
when making a decision in an individual patient. A nomogram to deter-
mine NNTs at the bedside is available57 and confidence intervals can be
calculated.56

Meta-analysis using absolute effect measures such as the risk difference
may be useful to illustrate the range of absolute effects across studies.
The combined risk difference (and the NNT calculated from it) will,
however, be essentially determined by the number and size of trials in
low, intermediate and high-risk patients. Combined results will thus be
applicable only to patients at levels of risk corresponding to the average
risk of the trial participants. It is therefore generally more meaningful to
use relative effect measures when summarising the evidence while
considering absolute measures when applying it to a specific clinical or
public health situation. The use of numbers-needed-to-treat in meta-
analysis is discussed in more detail in Chapter 20.

Conclusions

Systematic reviews involve structuring the processes through which a
thorough review of previous research is carried out. The issues of the
completeness of the evidence identified, the quality of component studies
and the combinability of evidence are made explicit. How likely is it
that publication and related biases have been avoided? Is it sensible to
combine the individual trials in meta-analysis or is there heterogeneity
between individual study results which renders the calculation of an
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Table 2.3 Beta-blockade in secondary prevention after myocardial infarction.
Absolute risk reductions and numbers-needed-to-treat for one year to prevent
one death, NNT(benefit), for different levels of control group mortality.

One-year mortality Absolute risk reduction NNT(benefit)
risk among controls

(%)

1 0·002 500
3 0·006 167
5 0·01 100

10 0·02 50
20 0·04 25
30 0·06 17
40 0·08 13
50 0·1 10

Calculations assume a constant relative risk reduction of 20%.



overall estimate questionable? If meta-analysis was performed, how
robust are the results to changes in assumptions? Finally, has the analy-
sis contributed to the process of making rational health care decisions?
These issues will be considered in more depth in the following chapters. 
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3 Problems and limitations
in conducting systematic
reviews
MATTHIAS EGGER, KAY DICKERSIN, 
GEORGE DAVEY SMITH

Summary points

• There are numerous ways in which bias can be introduced in reviews
and meta-analyses of controlled clinical trials.

• If the methodological quality of trials is inadequate then the findings
of reviews of this material may also be compromised.

• Publication bias can distort findings because trials with statistically
significant results are more likely to get published, and more likely to
be published without delay, than trials without significant results.

• Among published trials, those with significant results are more likely
to get published in English, more likely to be cited, and more likely
to be published more than once which means that they will also be
more likely to be identified and included in reviews.

• The choice of the outcome that is reported can be influenced by the
results. The outcome with the most favourable findings will generally
be reported, which may introduce bias.

• Criteria for inclusion of studies into a review may be influenced by
knowledge of the results of the set of potential studies.

• The definition of eligibility criteria for trials to be included, a compre-
hensive search for such trials, and an assessment of their methodolog-
ical quality are central to systematic reviews. Systematic reviews are
thus more likely to avoid bias than traditional, narrative reviews.

Systematic reviews and meta-analyses have received a mixed reception since
the outset. Those on the receiving end have rejected what they see as
exercises in “mega-silliness”1 and the authors of a highly distinguished series
of systematic reviews of care during pregnancy and childhood2 have been
dubbed as terrorists (“an obstetrical Baader-Meinhof gang”3). Some
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statisticians think that meta-analysis “represents the unacceptable face of
statisticism”4 and to clinicians objecting to the findings of meta-analyses “a
tool has become a weapon”.5 Others “still prefer the conventional narrative
review article”.6 At the other end of the spectrum, the application of a
technique which basically consists of calculating a weighted average has been
described as “Newtonian”7 and it has been suggested that with the advent
of meta-analysis there is no place left for the narrative review article.8 As may
be imagined, the truth is likely to lie somewhere between these extreme views.

This mixed reception is not surprising considering that several examples
exist of meta-analyses of small trials whose findings were later contradicted
by a single large randomised trial (Figure 3.1).9,10 Also, systematic reviews
addressing the same issue have reached opposite conclusions.11 For
example, one group reviewing trials comparing low-molecular-weight
(LMW) heparins and standard heparin in the prevention of thrombosis
following surgery concluded that “LMW heparins seem to have a higher
benefit to risk ratio than unfractionated heparin in preventing perioperative
thrombosis”,12 while another group of reviewers considered that “there is at
present no convincing evidence that in general surgery patients LMW
heparins, compared with standard heparin, generate a clinically important
improvement in the benefit to risk ratio”.21 The differences between these
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Figure 3.1 Results from discordant pairs of meta-analyses of small trials and single
large trials: effect of nitrates13,14 and magnesium15,16 on mortality in acute myo-
cardial infarction, effect of inpatient geriatric assessment on mortality in the
elderly,17,18 and effect of aspirin on the risk of pre-eclampsia.19,20



reviews are summarised in Table 3.1. The literature search was free of
language restrictions and attempts were made to identify unpublished
studies in one review12 but not the other.21 One group of reviewers21 based
their conclusion on a subgroup of trials, which they considered to possess
the highest methodological strength, while the other group12 did not
consider the quality of trials.

Contrary to one of the central objectives of systematic reviews, to reduce
uncertainty, such contradictory reports may contribute to the confusion, a
situation that has arisen in other fields, for example when assessing calcium
antagonists or cholesterol-lowering interventions in hypertension and
coronary heart disease, or mammography for breast cancer screening.22–24

In this chapter we will review the problems and limitations of systematic
reviews and meta-analyses.

Garbage in – garbage out?

The quality of component trials is of crucial importance: if the “raw
material” is flawed, then the findings of reviews of this material may also be
compromised. Clearly, the trials included in systematic reviews and meta-
analyses should ideally be of high methodological quality and free of bias
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Table 3.1 Characteristics of two systematic reviews of clinical trials which
addressed the same issue but reached opposite conclusions: low-molecular-weight
(LMW) heparin compared with standard heparin in the prevention of perioperative
thrombosis.

Characteristic Leizorovicz et al.12 Nurmohamed et al.21

Literature search
Years covered 1984–91 1984–91
Search for unpublished data Yes No
Language restrictions None English, German, French

Accepted methods to detect Fibrinogen uptake test, Fibrinogen uptake test in 
deep-vein thrombosis thermographic DeVeTherm general surgery patients, 

test, Doppler ultrasonography, phlebography for 
phlebography orthopaedic surgery 

patients
Assessment of trial quality No Eight-point scale
Analysis

Number of studies included 39 23*
Number of patients included 12 375 8172
Statistical model Fixed effects Fixed effects
Stratified by trial quality No Yes

Conclusions LMW heparins have higher There is no convincing 
benefit to risk ratio in evidence that in general 
preventing perioperative surgery patients LMW 
thrombosis heparins have a higher 

benefit to risk ratio

* Thirteen studies were considered to be of high methodological quality.



such that the differences in outcomes observed between groups of patients
can confidently be attributed to the intervention under investigation. The
biases that threaten the validity of clinical trials are reviewed in detail in
Chapter 5. These relate to systematic differences in the patients’
characteristics at baseline (selection bias), unequal provision of care apart
from the treatment under evaluation (performance bias), biased assessment
of outcomes (detection bias), and bias due to exclusion of patients after they
have been allocated to treatment groups (attrition bias).25 Several
studies26–28 have recently attempted to quantify the impact these biases have
on the results of controlled clinical trials (see Chapter 5). For example,
Schulz et al.26 assessed the methodological quality of 250 trials from 33
meta-analyses from the Cochrane Pregnancy and Childbirth Database and
examined the association between dimensions of trial quality and estimated
treatment effects. Compared to trials in which authors reported adequately
concealed treatment allocation, failure to prevent foreknowledge of
treatment allocation or unclear concealment were associated, on average,
with an exaggeration of treatment effects by 30 to 40%. Trials that were not
double-blind also yielded larger effects.

The meta-analyses12,21 of trials comparing LMW heparin with standard
heparin for the prevention of postoperative deep-vein thrombosis
mentioned earlier are a case in point. Jüni et al.29 recently showed that in
these trials, blinding of outcome assessments is a crucial quality feature:
trials that were not double-blind showed a spurious benefit of LMW
heparin that disappeared when restricting the analysis to trials with blinded
outcome assessment. This is not entirely surprising considering that the
interpretation of fibrinogen leg scanning, which is used to detect thrombo-
sis, can be subjective.30 One of the two reviews summarised in Table 3.1
produced discordant results precisely because the authors chose to ignore
the quality of component trials. It is somewhat ironic that the same review-
ers were considerably more thorough in their attempt to identify all relevant
trials, independent of publication status or language of publication.
Although the quality of component trials happened to be more important
in this particular situation, the dissemination of findings from clinical trials
is known to be biased, and a comprehensive literature search is an essential
ingredient of high-quality reviews.

The dissemination of research findings

The dissemination of research findings is not a dichotomous event but a
continuum ranging from the sharing of draft papers among colleagues,
presentations at meetings, published abstracts to papers in journals that are
indexed in the major bibliographic databases.31 It has long been recognised
that only a proportion of research projects ultimately reach publication in
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an indexed journal and thus become easily identifiable for systematic
reviews.32 Scherer et al.33 showed that only about half of abstracts presented
at conferences are later published in full (see Box 3.1). Dickersin and
Meinert examined the fate of doctoral theses from the Department of
Epidemiology at Johns Hopkins University School of Hygiene and Public
Health and found that one-third of graduates had not published a single
article from their thesis (see Box 3.2). Similar results were found for trainees
in public health in the UK.44 Four separate studies followed up research
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Box 3.1 Full publication of results initially published as
abstracts

The dissemination of research findings follows a continuum from oral report
to published abstract to full publication in an indexed and accessible journal.
Since the main purpose of publication is to report a study in sufficient detail
to allow critical appraisal and decision-making on clinical or other questions,
neither oral nor “abstract” presentations are considered sufficient to qualify
as “complete” dissemination. In a 1994 systematic review, Roberta Scherer
and colleagues33 summarised the results from 11 studies33–43 describing
subsequent full publication of research initially presented in abstract or short
report form. To be included, studies had to have followed published abstracts
for at least two years to assess full publication. Studies followed a total of
2391 abstracts published in various fields of medicine, including vision
research, anaesthesiology, perinatology, and paediatrics. The authors
obtained a weighted average rate of full publication of abstracts by weighting
by the square root of the total number of abstracts in each report. The average
rate of full publication was 51% (95% confidence interval 45% to 57%), and
individual study rates ranged from 32% to 66%. Average publication rates
were similar for the two studies33,34 that were confined to randomised
controlled trials (50%). The data from eight reports that included data on
cumulative rates of publication are summarised in Figure 3.2. The findings
from this systematic review are reason for concern. On average, only half of
health-related abstracts are published in full, which means that those per-
forming systematic reviews should not omit abstracts from their considera-
tion. While publication in abstract form is better than no publication at all,
the format does not allow presentation of methodology or other details that
allow the reader to critically assess the findings. And, since investigators
change institutions and are often poor responders to mailed or telephoned
request, one cannot rely on contact with authors to fill in the details if only
abstracts are available. Abstracts are also difficult to locate, as most appear in
conference proceedings and these are not typically indexed in bibliographic
databases. This situation leads reviewers to focus their analyses mainly on data



proposals approved by ethics committees or institutional review boards in
Oxford,45 Sydney,46 and at the Johns Hopkins School of Medicine47 and
School of Hygiene and Public Health in Baltimore.47 For each cohort of
research proposals the principal investigators were contacted several years
later in order to determine the publication status of each completed study.
The rates of full publication as journal articles ranged from 49 to 67%
(Table 3.2). Similarly, 20% of trials funded by the National Institutes of
Health (NIH) and 45% of trials on HIV infection funded by the National
Institute of Allergy and Infectious Diseases (NIAID) were still unpublished
several years after completion.48–50 The fact that a substantial proportion of
studies remains unpublished even a decade after the study had been com-
pleted and analysed must be of concern as potentially important informa-
tion remains hidden from reviewers. Making things worse, the
dissemination of research findings is not a random process; rather it is
strongly influenced by the nature and direction of results. Statistically
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from full text reports, which may lead to biased and incorrect conclusions
(see main text). Scherer is currently undertaking an update of her systematic
review for the Cochrane Collaboration.

Figure 3.2 Percentages of total abstracts published over time, calculated for
eight studies33,35–40,42 that followed up research presented at meetings and
conferences.



significant, “positive” results that indicate that a treatment works are more
likely to be published, more likely to be published rapidly, more likely to be
published in English, more likely to be published more than once, and more
likely to be cited by others. When discussing these reporting biases, which are
summarised in Table 3.3, we will denote trials with statistically significant
(P<0·05) and non-significant results as trials with “positive” and “negative”
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Box 3.2 Publication of doctoral dissertations

A study on publication bias, conducted at the Johns Hopkins University
Schools of Medicine and Hygiene and Public Health, found that projects
associated with thesis work (doctoral and master’s level) were less likely than
other work to be published.47 As a follow-up to these findings, Kay Dickersin
and Curtis Meinert surveyed 90 graduates of the Department of
Epidemiology at Johns Hopkins University School of Hygiene and Public
Health who received a doctorate in the years 1967 to 1987 and asked the
graduates whether they had published their dissertation work in a full-length
report. Work was considered published if it appeared in a journal or book.
Eighty-one graduates responded. Overall, 67·9% of respondents published at
least one full text report; 8·6% published an abstract only; and 4·9% made a
presentation only. Ninety-six per cent of those who published a full-length
article did so in a MEDLINE-indexed journal. Publication did not appear to
be related to year the degree was granted, current employment status, type of
degree (DrPH, PhD, or ScD), or sex of the student. Although numbers were
small and differences statistically non-significant, several observations from
the study bear testing in future studies of dissertation publication experience.
Men and women students published in similar proportions (72·5% versus
60·0%, respectively). Students with women advisors, however, had better
publication records compared with those with men advisors (87·5% versus
63·1%). Women students with men for advisors had the lowest publication
rate of all combinations (47·6%). The publication rate observed for 1967 to
1987 epidemiology doctoral graduates (67·9%) was similar to that for Johns
Hopkins School of Public Health faculty in 1980 (66%), and for British
public health trainees (70%).44 The study represents a special and small
population. One might assume, however, that publication rates for graduates
of Johns Hopkins are at least as high as those for graduates of other
programmes. These findings imply that those performing systematic reviews
must include searches of dissertations to assure comprehensive identification
of all relevant studies. In addition, it is likely that “positive”, statistically
significant findings are selectively published from theses. In education
research, it has been shown that findings published in journals were more
supportive of the hypotheses favoured by the investigators than findings
published in theses or dissertations.51
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results. However, the contribution made to the totality of the evidence by
trials with non-significant results is as important as that from trials with
statistically significant results.

Publication bias

In a 1979 article on “The ‘file drawer problem’ and tolerance for null
results” Rosenthal described a gloomy scenario where “the journals are
filled with the 5 per cent of the studies that show Type I errors, while the
file drawers back at the lab are filled with the 95% of the studies that show
nonsignificant (e.g., P>0·05) results.”52 The file drawer problem has long
been recognised in the social sciences: a review of psychology journals found
that of 294 studies published in the 1950s, 97·3% rejected the null hypoth-
esis at the 5% level (P<0·05).53 The study was recently updated and com-
plemented with three other journals (New England Journal of Medicine,
American Journal of Epidemiology, American Journal of Public Health).54 Little
had changed in the psychology journals (95·6% reported significant results)
and a high proportion of statistically significant results (85·4%) was also
found in the general medical and public health journals. Similar results have
been reported for emergency medicine55 and, more recently, in the area of
alternative and complementary medicine.56,57 It is thus possible that studies
which suggest a beneficial treatment effect are published, while an equal
mass of data pointing the other way remains unpublished. In this situation,
a systematic review of the published trials could identify a spurious benefi-
cial treatment effect, or miss an important adverse effect of a treatment. In
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Table 3.3 Reporting biases: definitions

Type of reporting bias Definition

Publication bias The publication or non-publication of research 
findings, depending on the nature and direction of
the results

Time lag bias The rapid or delayed publication of research 
findings, depending on the nature and direction of
the results

Multiple (duplicate) publication bias The multiple or singular publication of research
findings, depending on the nature and direction of
the results

Citation bias The citation or non-citation of research findings,
depending on the nature and direction of the
results

Language bias The publication of research findings in a particular
language, depending on the nature and direction of
the results

Outcome reporting bias The selective reporting of some outcomes but not
others, depending on the nature and direction of
the results



the field of cancer chemotherapy such publication bias has been demon-
strated by comparing the results from studies identified in a literature search
with those contained in an international trials registry58,59 (see Box 3.3). In
cardiovascular medicine, investigators who, in 1980, found an increased
death rate among patients with acute myocardial infarction treated with a
class 1 anti-arrhythmic dismissed it as a chance finding and did not publish
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Box 3.3 A demonstration of publication bias

Studies with statistically significant results are more likely to get published
than those with non-significant results. Meta-analyses that are exclusively
based on published literature may therefore produce biased results.
Conversely, the inclusion of a study in a trials register can be assumed not to
be influenced by its results: registration generally takes place before comple-
tion of the study and the criteria that qualify for registration are exclusively
based on design features. The studies enlisted in a register are therefore likely
to constitute a more representative sample of all the studies that have been
performed in a given area than a sample of published studies. John Simes
examined this issue for trials of different cancer chemotherapies by compar-
ing the results from meta-analysis of trials identified in a literature search and
of trials registered with the International Cancer Research Data Bank.58 As
shown in Figure 3.3, an analysis restricted to 16 published clinical trials indi-
cates that survival of patients with advanced ovarian cancer is improved with
combination chemotherapy as compared to alkylating agent monotherapy
(survival ratio 1·16, 95% confidence interval 1·06 to 1·27, P = 0·004).
However, an analysis of all registered trials (eight published and five unpub-
lished trials) showed only a modest benefit of combination chemotherapy
which was not statistically significant (survival ratio 1·06, 95% confidence
interval 0·97 to 1·15, P = 0·17) (adapted from Simes58).

Figure 3.3



their trial at the time.60 As discussed in Chapter 24 their findings would have
contributed to a more timely detection of the increased mortality that has
since become known to be associated with the use of class I anti-arrhythmic
agents.19,61

The proportion of all hypotheses tested for which the null hypothesis is
truly false is of course unknown and surveys of published results can there-
fore only provide indirect evidence of publication bias. Convincing, direct
evidence is available from the four cohort studies of proposals submitted to
ethics committees mentioned earlier,45–47 from cohorts of trials funded by
the National Institutes of Health,48 trials submitted to licensing authori-
ties,62 trials conducted by multicentre trial groups in the domain of human
immunodeficiency virus (HIV) infection49 and from analyses of trial
registries.58 In all these studies publication was more likely if effects were
large and statistically significant. A meta-analysis of the four ethics
committee cohorts is shown in Figure 3.4. In each study possible predictors
of publication were examined in multivariate analyses.50 The odds of
publication were 2·4 times greater if results were statistically significant.
Other factors such as the design of the study, its methodological quality,
study size and number of study centres, were not consistently associated
with the probability of publication.50 There was some evidence that the
source of funding was associated with publication. We will revisit this
finding later in the chapter.

Time lag bias
Studies continued to appear in print many years after approval by the

ethics committee. Among proposals submitted to the Royal Prince Alfred
Hospital Ethics Committee in Sydney, an estimated 85% of studies with
significant results as compared to 65% of studies with null results had
been published after 10 years.46 The median time to publication was 4·8
years for studies with significant results and 8·0 years for studies with null
results. Similarly, trials conducted by multicentre trial groups in the field
of HIV infection in the United States appeared on average 4·2 years after
the start of patient enrolment if results were statistically significant but
took 6·4 years to be published if the results were negative.49 As shown in
Figure 3.5, trials with positive and negative results differed little in the
time they took to complete follow-up. Rather, the time lag was
attributable to differences in the time from completion to publication.
These findings indicate that time lag bias,49 may be introduced in system-
atic reviews even in situations when most or all trials will eventually be
published. Trials with positive results will dominate the literature and
introduce bias for several years until the negative, but equally important,
results finally appear.
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Figure 3.5 Time to publication of 66 clinical trials conducted by multicentre trial
groups in HIV infection in the United States: (a) time to publication from start of
enrolment, (b) time to publication from completion of follow up, and (c) time to
completion from start of enrolment. Reproduced with permission from Ioannidis.49
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Who is responsible for publication bias: authors, reviewers 
or editors?

Trials with negative results could remain unpublished because authors
fail to write them up and submit to journals, because such trials are
reviewed less favourably, or because editors simply don’t want to publish
negative results. The peer review process is notoriously unreliable and
susceptible to subjectivity, bias and conflict of interest.63,64 Experimental
studies in which test manuscripts were submitted to reviewers or journals
showed that reviewers are more likely to referee favourably if results were in
accordance with their own views.65–67 For example, when a selected group
of authors was asked to review a fictitious paper on transcutaneous
electrical nerve stimulation (TENS) they were influenced by their own
findings and preconceptions.67 A similar study using a fabricated trial of a
herbal preparation for the treatment of claudication found that a larger,
unselected group of reviewers was not influenced by the direction of the
results.68 It thus appears that although reviewers may hold strong beliefs,
which will influence their assessments, there is no general bias for or against
positive findings.

When authors were directly asked why they had not published their
findings, the most frequent answer was that they were not interesting
enough to merit publication.45–47 Rejection of a manuscript by a journal was
rarely mentioned as a reason for not publishing. Selective submission of
papers by authors rather than selective recommendation by reviewers and
selective acceptance by editors thus appears to be the dominant contribu-
tor to publication bias. However, that the latter does occur is illustrated by
the “instructions to authors” section of one major diabetes journal, which
stated that “mere confirmation of known facts will be accepted only in
exceptional cases; the same applies to reports of experiments and observa-
tions having no positive outcome”.69 Such statements have disappeared
from guidelines but authors may rightly be reluctant to submit studies with
negative results in anticipation of rejection.

The influence of external funding and commercial interests
External funding was associated with publication independently of the

statistical significance of the results. However, results were heterogeneous
(Figure 3.3) and the effect appears to depend on the source of funding.
Funding by government agencies was significantly associated with publica-
tion in three cohorts of proposals submitted to ethics committees45–47

whereas pharmaceutical industry sponsored studies were less likely to be
published in two studies.45,47 Indeed, a large proportion of clinical trials
submitted by drug companies to licensing authorities remain unpub-
lished.62,70 This is in agreement with a review of publications of clinical
trials which separated them into those which were sponsored by the
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pharmaceutical industry and those supported by other means.71 The results
of 89% of published industry-supported trials favoured the new therapy, as
compared to 61% of the other trials. Similar results have been reported for
non-steroidal anti-inflammatory drug trials72 and drug studies published in
symposium proceedings.73 The implication is that the pharmaceutical
industry tends to discourage the publication of negative studies which it has
funded. For example, a manuscript reporting on a trial comparing the
bioequivalence of generic and brand levothyroxine products, which had
failed to produce the results desired by the sponsor of the study, Boots
Pharmaceuticals, was withdrawn because Boots took legal action against
the university and the investigators. The actions of Boots, recounted in
detail by one of the editors of JAMA, Drummond Rennie,74 meant that
publication of the paper75 was delayed by about seven years. In a national
survey of life-science faculty members in the United States, 20% of faculty
members reported that they had experienced delays of more than six
months in publication of their work and reasons for not publishing
included “to delay the dissemination of undesired results”.76 Delays in
publication were associated with involvement in commercialisation and
academic–industry research relationship, as well as with male sex and
higher academic rank of the investigator.76

Should unpublished data be included in systematic reviews?
Publication bias clearly is a major threat to the validity of any type of

review, but particularly of unsystematic, narrative reviews. Obtaining and
including data from unpublished trials appears to be the obvious way of
avoiding this problem. However, the inclusion of data from unpublished
studies can itself introduce bias. The trials that can be located may be an
unrepresentative sample of all unpublished studies. Unpublished trials may
be of lower methodological quality than published trials: a recent study of
60 meta-analyses that included published and unpublished trials found that
unpublished trials were less likely to adequately conceal treatment alloca-
tion and blind outcome assessments.77 A further problem relates to the
willingness of investigators of located unpublished studies to provide data.
This may depend upon the findings of the study, more favourable results
being provided more readily. This could again bias the findings of a systematic
review. Interestingly, when Hetherington et al.,78 in a massive effort to obtain
information about unpublished trials in perinatal medicine, approached
42 000 obstetricians and paediatricians in 18 countries they identified only
18 unpublished trials that had been completed for more than two years.

A questionnaire assessing the attitudes toward inclusion of unpublished
data was sent to the authors of 150 meta-analyses and to the editors of the
journals which published them.79 Support for the use of unpublished
material was evident among a clear majority (78%) of meta-analysts.
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Journal editors were less convinced – only 47% felt that unpublished data
should be included.79 The condemnation of the inclusion of unpublished
trial data by some editors relates to the issue that the data have not been
peer reviewed. It should be kept in mind, however, that the refereeing
process has not always been a successful way of ensuring that published
results are valid.63 On the other hand, meta-analyses of unpublished data
from interested sources is clearly of concern. Such unchallangeable data
have been produced in circumstances in which an obvious financial interest
exists, as discussed in Box 3.4.

SYSTEMATIC REVIEWS IN HEALTH CARE

58

Box 3.4 The controversy over selective serotonin- 
reuptake inhibitors and depression

Selective serotonin-reuptake inhibitors (SSRIs) are widely used for the treat-
ment of depression, although their clinical advantages over the much less
expensive tricyclic antidepressants have not been well established. In their
meta-analysis Song et al.,80 used the drop-out rate among randomised con-
trolled trial participants on SSRIs and those on conventional antidepressants
as an indicator of therapeutic success: patients who stop taking their medica-
tion because of inefficacy or side-effects are the ones who are not benefiting,
and thus the class of drug with the lower drop-out rate can be considered the
one with the more favourable effects. There was little difference between
SSRIs and the other, usually tricyclic, antidepressants. In response to this
analysis, Lilly Industries, the manufacturers of the SSRI fluoxetine, presented
a meta-analysis of 14 investigational new drug studies which they stated
included every study completed by December 1990.81 This included what
were called (in the usual industry terminology) “unpublished data on file”. As
shown in Table 3.4, the pooled drop out rates calculated by Lilly Industries
differed markedly from the literature-based analysis. Lilly Industries claimed
that their analysis was not “subject to biases introduced by selective publica-
tion and literature searches” but this is difficult to assess if the trials included
represent unpublished “data on file”.

Table 3.4

Trials Fluoxetine Tricyclic P
(n) antidepressant

Patients Drop-out Patients Drop-out
(n) rate (%) (n) rate (%)

Song et al80 18* 913 34·5 916 36·7 0·40

Lilly Industries81 14 781 36·5 788 47·5 <0·0001

* References 6,12–15,18,29,31,33–35,44,47,63,65–67,69 in Song et al.80



Other reporting biases

While publication bias has long been recognised53 and much discussed,
other factors can contribute to biased inclusion of studies in meta-analyses.
Indeed, among published studies, the probability of identifying relevant
trials for meta-analysis is also influenced by their results. These biases have
received much less consideration than publication bias, but their conse-
quences could be of equal importance.

Duplicate (multiple) publication bias

In 1987, Gøtzsche82 found that among 244 reports of trials comparing
non-steroidal anti-inflammatory drugs in rheumatoid arthritis 44 (18%)
were redundant, multiple publications, which overlapped substantially with
an already published article.83 Twenty trials were published twice, 10 trials
three times and one trial times.84 The production of multiple publications
from single studies can lead to bias in a number of ways.85 Most impor-
tantly, studies with significant results are more likely to lead to multiple
publications and presentations,45 which makes it more likely that they will
be located and included in a meta-analysis. The inclusion of duplicated
data may therefore lead to overestimation of treatment effects, as recently
demonstrated for trials of the efficacy of ondansetron to prevent post-
operative nausea and vomiting86 (Figure 3.6). It is not always obvious that
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Figure 3.6 The inclusion of duplicated data may lead to overestimation of treatment
effects: Tramèr et al.86 found that of 19 trials that compared prophylactic intra-
venous ondansetron, data from three large multicentre trials had been duplicated in
six further reports. In the 16 reports which were not duplicated, the number needed
to treat (NNT) to prevent one episode of vomiting was 9·5 compared to 3·9 in the
three reports that were subject to duplication. When all 19 original reports were
combined, the NNT was 6·4; when original and duplicate reports were combined,
a biased NNT of 4·9 was obtained.



multiple publications come from a single study, and one set of study
participants may thus be included in an analysis twice. Huston and
Moher85 and, more recently, Johansen and Gøtzsche87 vividly described the
difficulties and frustration caused by redundancy and the “disaggregation”
of medical research when results from a multicentre trial are presented in
several publications. Indeed, it may be extremely difficult – if not
impossible – for reviewers to determine whether two papers represent
duplicate publications of one trial or two separate trials, since examples
exist where two articles reporting the same trial do not share a single
common author.84,86

Citation bias

The perusal of the reference lists of articles is widely used to identify
additional articles that may be relevant. The problem with this approach is
that the act of citing previous work is far from objective and retrieving
literature by scanning reference lists may thus produce a biased sample of
studies. There are many possible motivations for citing an article, ranging
from decoration to showing up-to-dateness and knowledge. Brooks88 inter-
viewed academic authors from various faculties at the University of Iowa
and asked for the reasons for citing each reference in one of the authors’
recent articles. Persuasiveness, the desire to convince peers and substanti-
ate their own point of view emerged as the most important reason for citing
articles. Brooks concluded that authors advocate their own opinions and
use the literature to justify their point of view: “Authors can be pictured as
intellectual partisans of their own opinions, scouring the literature for
justification”.88 In Gøtzsche’s analysis82 of trials of non-steroidal anti-
inflammatory drugs in rheumatoid arthritis, trials demonstrating a superior
effect of the new drug were more likely to be cited than trials with negative
results. Similarly, trials of cholesterol lowering to prevent coronary heart
disease were cited almost six times more often if they were supportive of
cholesterol lowering (see also Box 3.5).89 Overcitation of unsupportive
studies can also occur. Hutchinson et al.90 examined reviews of the
effectiveness of pneumococcal vaccines and found that unsupportive trials
were more likely to be cited than trials showing that vaccines worked.

Language bias

Reviews are often exclusively based on trials published in English. For
example, among 36 meta-analyses reported in leading English-language
general medicine journals from 1991 to 1993, 26 (72%) had restricted their
search to studies reported in English.91 Investigators working in a non-
English speaking country will, however, publish some of their work in local
journals.92 It is conceivable that authors are more likely to report in an
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international, English-language journal if results are positive whereas nega-
tive findings are published in a local journal. This has recently been demon-
strated for the German language literature.96 When comparing pairs of
articles published by the same first author, 63% of trials published in
English had produced significant (P<0·05) results as compared to 35% of
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Box 3.5 Cholesterol lowering after myocardial 
infarction: citation bias and biased inclusion criteria

A meta-analysis of trials of cholesterol-lowering after myocardial infarction93

defined its inclusion criteria as those single-factor randomised trials with at
least 100 participants per group, with at least three years of follow up and
without the use of hormone treatment to lower cholesterol. Seven trials – one
with two treatment arms – were included in this analysis. The pooled odds
ratio for all-cause mortality for these trials was reported as 0·91 (95%
confidence interval 0·82 to 1·02), indicating a favourable trend. One trial that
met all the entry criteria was, however, not included.94 In this study, the odds
ratio for overall mortality was an unfavourable 1·60 (0·95 to 2·70). For the
seven trials included in the analysis the mean annual citation count per study
for the period up to five years after publication was 20; for the study which
was not included it was less than one.89 It is likely that the latter was missed
precisely because it was infrequently quoted. The inclusion criteria relating to
study size and length of follow up were somewhat arbitrary: the results of at
least 11 other randomised secondary prevention trials of cholesterol lowering
were available at the time this analysis was published (references 2a, 3a, 4a,
5a, 9a, 10a, 12a, 13a, 15a, 22a, 35a in Davey Smith et al.95). The pooled odds
ratio for all-cause mortality for these trials is 1·14 (1·03 to 1·26). As shown
below, the selective identification of the much-quoted supportive studies,
citation bias, and biased inclusion criteria may have distorted the results of
this meta-analysis.

Figure 3.7 (adapted from Rossouw et al.93).



trials published in German (Figure 3.8). Bias could thus be introduced in
meta-analyses exclusively based on English-language reports.91,97 On the
other hand, as with unpublished trials, the lower quality of trials published
in languages other than English may in fact introduce bias. Moher et al.
compared the quality of 133 randomised controlled trials published in
English with 96 trials published in French, German, Italian or Spanish.97

They found no overall difference using a quality score but there were some
differences on an item-by-item basis, indicating lower quality of trials pub-
lished in languages other than English. Sterne et al. recently also reported
lower methodological quality of non-English trials.77

Outcome reporting bias

In many trials a range of outcome measures is recorded but not all are
always reported.98,99 The choice of the outcome that is reported can be
influenced by the results: the outcome with the most favourable findings
will generally be reported. An example of how published results can be
misleading comes from two separate analyses100,101 of a double-blind
placebo-controlled trial assessing the efficacy of amoxicillin in children with
non-suppurative otitis media. Opposite conclusions were reached, mainly
because different weight was given to the various outcome measures that
were assessed in the study. This disagreement was conducted in the public
arena, since it was accompanied by accusations of impropriety against the
team producing the findings favourable to amoxicillin. The leader of this
team had received large monetary sums, both in research grants and as
personal honoraria, from the manufacturers of amoxicillin.102 It is a good
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Figure 3.8 Language bias. The proportion of controlled trials with statistically
significant results was higher among reports published in English. Analysis based on
40 pairs of trials published by the same author, with one trial published in English
and the other in German. Adapted from Egger et al.96



example of how reliance upon the data chosen to be presented by the
investigators can lead to distortion.103 Reporting bias may be particularly
important for adverse effects. Hemminki70 examined reports of clinical
trials submitted by drug companies to licensing authorities in Finland and
Sweden and found that unpublished trials gave information on adverse
effects more often than published trials.

Biased inclusion criteria

Once studies have been located and data obtained, there is still potential
for bias in setting the inclusion criteria for a meta-analysis. If, as is usual,
the inclusion criteria are developed by an investigator familiar with the area
under study, they can be influenced by knowledge of the results of the set
of potential studies. Manipulating the inclusion criteria could lead to
selective inclusion of positive studies and exclusion of negative studies. For
example, some meta-analyses of trials of cholesterol-lowering therapy104,105

have excluded certain studies on the grounds that the treatments used
appear to have had an adverse effect that was independent of cholesterol
lowering itself. These meta-analyses have, however, included trials of treat-
ments that are likely to favourably influence risk of coronary heart disease,
independent of cholesterol lowering. Clearly such an asymmetrical
approach introduces the possibility of selection bias, with the criteria for
inclusion into the meta-analysis being derived from the results of the
studies (see Box 3.5).

The future of unbiased, systematic reviewing

Reporting biases and the inadequate quality of primary research are
potentially serious problems for systematic reviews. We need both fair
conduct and fair reporting of clinical trials for valid systematic reviews.106

Important developments have taken place in the last few years which will
eventually overcome the problems outlined in this chapter. Firstly, a variety
of graphical and statistical methods have been developed for evaluating
whether publication and related reporting biases are operating. For
example, Hutton and Williamson107 recently proposed sensitivity analyses
to examine the potential impact of biased selection of outcomes. Their
approach is similar to the selection models advocated by Copas108 to
examine publication bias which, along with other methods, is discussed in
Chapter 11. Secondly, and more importantly, reporting biases are more
likely to be prevented nowadays. Only a few years ago searching electronic
databases such as MEDLINE or EMBASE was unreliable and reviewers
were likely to miss substantial proportions of relevant trials. Indeed, in 1995
only 19 000 reports were readily identifiable as randomised controlled trials
in the widely used MEDLINE database, although many more trials were
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included in that database. As discussed in Chapter 4 this situation is now
much improved. The regularly updated Cochrane Controlled Trials
Register contains over a quarter of a million of reports of controlled trials
and is clearly the best single source of published trials for inclusion in
systematic reviews and meta-analyses. The identification of ongoing and
unpublished studies has also become more practicable. National research
registers, a “Register of Registers”, and a “metaRegister” have been set up
(see Chapters 4 and 24). One of these registers, Current Controlled Trials
(www.controlled-trials.com) will publish trial protocols and full reports of
controlled trials. There have also been important initiatives from within the
pharmaceutical industry to improve access to information on trials, and to
prevent duplicate or selective publication.109,110 Finally, an “amnesty” for
unpublished trials was launched by journal editors.111

These initiatives mean that the identification of published and unpub-
lished trials for systematic reviews has become an easier task, but what
about the quality of the trials that are identified? There is growing consen-
sus that the methodological quality should routinely be assessed but this is
hampered by the quality of reporting, which is often inadequate. With the
adoption of the CONSORT (Consolidated Standards of Reporting Trials)
guidelines (see http://www.consort-statement.org) by an increasing
number of journals this situation is now also improving.112,113 Considerable
progress has thus been made in a short time. This is not to say, however,
that in the future unbiased, systematic reviewing will always produce
conclusive answers. Many systematic reviews will continue to be based on
a small number of trials of doubtful quality. These will have to be incon-
clusive, even if meta-analysis indicates a statistically significant effect of the
intervention. Clearly demonstrating the inadequacy of existing evidence is
an important objective of systematic reviews, which should serve as a
stimulus for conducting the appropriate and necessary trials.
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4 Identifying randomised
trials
CAROL LEFEBVRE, MICHAEL J CLARKE

Summary points

• In 1993, before the establishment of the Cochrane Collaboration, only
19 000 reports of controlled trials were readily identifiable as such in
MEDLINE.

• The UK Cochrane Centre and the Baltimore Cochrane Center (now the
New England Cochrane Center, Providence Office) have together
identified 69 000 additional reports by reading the titles and abstracts of
more than 250 000 MEDLINE records.

• The UK Cochrane Centre has identified a further 33 000 reports of
controlled trials by reading the titles and abstracts of approximately
100 000 EMBASE records.

• Many tens of thousands of reports of controlled trials have been
identified by the handsearching of around 1700 journals within the
Cochrane Collaboration.

• All of these records are now available in The Cochrane Controlled Trials
Register.

• This work is continuing and although the task of identifying controlled
trials for systematic reviews has been made much easier in the last five
years, many additional sources still remain to be searched, in particular
to identify unpublished or ongoing trials.

The chapter entitled “Identifying relevant studies for systematic reviews” in
the first edition of this book, published in 1995, was a systematic review of
evidence relating to the problems in identifying reports of controlled trials
for systematic reviews of the effectiveness of health care interventions.1 It
focussed on a particular difficulty that existed at that time in identifying
such studies: only 19 000 reports of randomised controlled trials were
readily identifiable as trials in the widely used MEDLINE database,
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although records for many more reports of trials were in that database. This
situation is now vastly improved. Since 1994, the Cochrane Collaboration
has contributed to the re-tagging of nearly 100 000 additional records in
MEDLINE (see Figure 4.1). More importantly, for those wishing to iden-
tify trials for systematic reviews, there is now a dedicated register of reports
of controlled trials – The Cochrane Controlled Trials Register – which is
updated quarterly and published electronically in The Cochrane Library.2 At
the end of 1999 this register contained records for more than 250 000
reports of controlled trials (see Figure 4.2) and by July 2000 this figure had
risen to over 270 000. The Cochrane Controlled Trials Register is recognised as
the best single source of published trials for inclusion in systematic
reviews.3 It includes all reports of trials which are readily identifiable as
such in MEDLINE (with the permission of the database publisher, the US
National Library of Medicine (NLM), see Box 4.1), tens of thousands of
reports of trials from EMBASE (with the permission of the database
publisher, Elsevier, see Box 4.1) and reports identified from searching
journals, conference proceedings and other electronic bibliographic data-
bases. It also contains information about unpublished and ongoing studies.

This chapter describes sources which have contributed to The Cochrane
Controlled Trials Register and the means by which they were searched. It out-
lines some of the searches which should be done, in addition to a search of
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Figure 4.1 Cumulated number of reports of trials submitted to the US National
Library of Medicine for re-tagging in MEDLINE since the Cochrane Collaboration
began.



The Cochrane Controlled Trials Register, to identify studies for systematic
reviews and identifies relevant sources, including those for information
about ongoing and unpublished studies. We hope that it will serve as a
practical, up-to-date account of issues to keep in mind when searching for
randomised controlled trials for systematic reviews. 

Project to identify and re-tag reports of controlled 
trials in MEDLINE

Reports of controlled trials in MEDLINE are indexed with the
Publication Type term RANDOMIZED-CONTROLLED-TRIAL or
CONTROLLED-CLINICAL-TRIAL. These terms, however, were only
introduced to the database in 1991 and 1995 respectively. Tens of
thousands of reports of trials were added to MEDLINE prior to the
introduction of these terms. Moreover, a 1993 study showed that over 400
reports of randomised controlled trials, which were indexed in the first six
months of MEDLINE for 1993, were not tagged with the Publication Type
term RANDOMIZED-CONTROLLED-TRIAL, despite its introduction
two years previously. This study was presented to staff from the NLM in
December 1993 at a conference organised by the US National Institutes of
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Figure 4.2 Number of reports of controlled trials included in The Cochrane
Controlled Trials Register in the last issue of The Cochrane Library each year,
1996–1999.



Health.4 Agreement was reached that the NLM would re-tag in
MEDLINE, with the appropriate Publication Type term, any reports of
controlled trials which the Cochrane Collaboration was able to identify. As
a consequence, work began in 1994 to identify reports of controlled trials in
MEDLINE, which were not already tagged as either RANDOMIZED-
CONTROLLED-TRIAL or CONTROLLED-CLINICAL-TRIAL. This
made use of a highly sensitive search strategy, consisting of three phases,
which had been designed by one of the authors (CL)5 (see Table 4.1). It
was based on knowledge of the NLM Medical Subject Headings (MeSH)
and recommendations from clinicians and others who had tried to identify
reports of controlled trials in several clinical areas.

Since 1994, phases I and II of this search strategy have been run against
MEDLINE for the period 1966–1997. (See below for discussion of phase
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Box 4.1 Key statistics for the MEDLINE and EMBASE
databases

MEDLINE
• contains 10 million references to journal articles
• 400 000 references added annually
• covers 3900 journals in 40 languages
• uses specific thesaurus for indexing (MeSH)
• includes English abstracts for 76% of references
• 1966 to the present
• available online, on CD-ROM, and on the internet
• PubMed internet version available free of charge
• 52% of journals covered are published in the US
• 88% of current references are to English language articles

EMBASE
• contains 8 million references to journal articles
• 415 000 references added annually
• covers 4000 journals from 70 countries 
• uses specific thesaurus for indexing (EMTREE)
• includes English abstracts for 80% of references
• 1974 to the present
• available online, on CD-ROM, and on the internet
• no free version available
• 33% of journals covered are published in North America
• 90% of current references are to English language articles
• records on database within 15 days of receipt of journal
• comprehensive inclusion of drug-related information



III, the final phase of the search strategy). This work was conducted by the
UK Cochrane Centre and the Baltimore Cochrane Center/New England
Cochrane Center, Providence Office. In total, after excluding reports
already tagged as RANDOMIZED-CONTROLLED-TRIAL or CON-
TROLLED-CLINICAL-TRIAL, over 250 000 reports were downloaded
and printed. The titles and abstracts were read and those records which
were judged, on the basis of their title and abstract, to be definitely or
possibly a report of a randomised controlled trial or a quasi-randomised
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Table 4.1 Highly sensitive search strategy for identifying reports of randomised
controlled trials in MEDLINE (SilverPlatter version).

Phase I 1 RANDOMIZED-CONTROLLED-TRIAL in PT
2 CONTROLLED-CLINICAL-TRIAL in PT
3 RANDOMIZED-CONTROLLED-TRIALS
4 RANDOM-ALLOCATION
5 DOUBLE-BLIND-METHOD
6 SINGLE-BLIND-METHOD
7 #1 or #2 or #3 or #4 or #5 or #6
8 TG=ANIMAL not (TG=HUMAN and TG=ANIMAL)
9 #7 not #8

Phase II 10 CLINICAL-TRIAL in PT
11 explode CLINICAL-TRIALS
12 (clin* near trial*) in TI
13 (clin* near trial*) in AB
14 (singl* or doubl* or trebl* or tripl*) near (blind* or mask*)
15 (#14 in TI) or (#14 in AB)
16 PLACEBOS
17 placebo* in TI
18 placebo* in AB
19 random* in TI
20 random* in AB
21 RESEARCH-DESIGN
22 #10 or #11 or #12 or #13 or #15 or #16 or #17 or #18 or #19 or #20 or 

#21
23 TG=ANIMAL not (TG=HUMAN and TG=ANIMAL)
24 #22 not (#23 or #9)

Phase III 25 TG=COMPARATIVE-STUDY
26 explode EVALUATION-STUDIES
27 FOLLOW-UP-STUDIES
28 PROSPECTIVE-STUDIES
29 control* or prospectiv* or volunteer*
30 (#29 in TI) or (#29 in AB)
31 #25 or #26 or #27 or #28 or #30
32 TG=ANIMAL not (TG=HUMAN and TG=ANIMAL)
33 #31 not (#32 or #24 or #9)

34 #9 or #24 or #33

Upper case denotes controlled vocabulary and lower case denotes free-text terms. See
http://www.cochrane.org/cochrane/hbappend.htm for OVID version. A PubMed version has
also been prepared.6



controlled trial were submitted to the NLM for re-tagging with the
appropriate Publication Types in MEDLINE. Definitions for randomised
controlled trials and quasi-randomised controlled trials within the
Cochrane Collaboration context were agreed in November 1992 (see Box
4.2). Each record submitted for re-tagging in this way was subject to strict
quality control procedures. For example, each of the 40 000 records sub-
mitted by the UK Cochrane Centre was checked by one of the authors
(MC). To date, this exercise has identified nearly 70 000 previously
untagged reports of trials in MEDLINE. These reports are included in The
Cochrane Controlled Trials Register and have been re-tagged in MEDLINE
so that they are, therefore, now readily identifiable. The New England
Cochrane Center, Providence Office, is continuing this work for the period
after 1997, to ensure that all reports of controlled trials in MEDLINE
which are identifiable as such from their titles or abstracts, but not already
tagged RANDOMIZED-CONTROLLED-TRIAL or CONTROLLED-
CLINICAL-TRIAL by the NLM indexers, can be included in The
Cochrane Controlled Trials Register and re-tagged appropriately in
MEDLINE.

The UK Cochrane Centre conducted a pilot study in 1994 on the third
and final phase of the highly sensitive search strategy (see Table 4.1). This
concluded that these terms were too broad to warrant including them in the
project, with the possible exception of the term volunteer*, which was
considered adequately precise to warrant its inclusion when the strategy is
revised. This revision will follow ongoing research to ascertain how to
optimise highly sensitive search strategies in MEDLINE, so as to increase
their sensitivity and precision, by textual analysis of a “gold-standard” set
of studies previously identified by handsearching.7 This research is likely to
help identify terms which might be added to the strategy and terms which
might be removed.

Project to identify reports of controlled trials in
EMBASE

It became clear early in the development of the Cochrane Collaboration
that it was even more difficult to identify reports of controlled trials in
EMBASE than it was in MEDLINE. In January 1993, shortly after the UK
Cochrane Centre opened, a meeting was convened to address these issues
and to explore some possible solutions. A representative from Elsevier, the
producers of EMBASE, confirmed that although the EMBASE thesaurus
(EMTREE) contained terms for clinical trials in general, it had no specific
term for indexing reports of randomised controlled trials. Elsevier was
persuaded of the importance of accurate indexing of clinical trials and of
the necessity to differentiate randomised controlled trials from other

SYSTEMATIC REVIEWS IN HEALTH CARE

74



IDENTIFYING RANDOMISED TRIALS

75

Box 4.2 Cochrane definition of randomised and 
quasi-randomised controlled trials

Criteria for registering studies with the Cochrane Collaboration’s International Register of
Published RCTs of Health Care

Overarching principle. The highest possible proportion of all reports of RCTs of
health care should be included in the International Register. Thus, those searching the
literature to identify trials should give reports the benefit of any doubts. Publications
which simply mention the possibility of undertaking an RCT should not be included,
however. 

Eligibility criteria. Reviewers will decide whether to include a particular report in a
review. The aim of the Register is to provide reviewers with all possible trials they may
wish to include in a review, not to decide whether a report is worthy or relevant for
inclusion. 

Relevant reports are reports published in any year, of studies comparing at least two
forms of health care (medical treatment, medical education, diagnostic tests or
techniques, a preventive intervention, etc.) where the study is on either living humans
or parts of their body or human parts that will be replaced in living humans (e.g. donor
kidneys). Studies on cadavers, extracted teeth, cell lines, etc. are not relevant.

Studies are eligible for inclusion in the Register if allocation to the intervention was
random or intended-to-be-random (e.g. alternation), or if a concurrent control group
was used in the trial and it is possible that a random or intended-to-be-random method
was used to allocate participants to the study groups. Judgements as to the quality of
the methods used or whether the authors actually did what they claimed should not be
used to decide eligibility for inclusion in the Register. 

A trial should thus be included in the Register if, on the basis of the best available
information, it is judged that:

• the individuals (or other units) followed in the trial were definitely or possibly
assigned prospectively to one of two (or more) alternative forms of health care using:
• random allocation or
• some quasi-random method of allocation (such as alternation, date of birth, or

case record number).

In addition:

• If one or more outcomes were assessed using “double blinding” or “double
masking” such that neither the participant/patient nor the assessor was aware of the
intervention received, but randomisation is not mentioned explicitly in the text, a
trial should be included. 

• Crossover trials, in which patients have been assigned to the first intervention using
random or quasi-random allocation, should be included.

• Reports of trials dealing only with animals should not be included. 
• Units of randomisation may be individuals, groups (such as communities or

hospitals), organs (such as eyes) or other parts of the body (such as teeth). 
• A report of a randomised trial should be included even when no results are

presented or when results are limited to the analyses of baseline variables. 
• Articles describing an intended or ongoing trial or commenting on a trial (such as in

an editorial) should be brought to the attention of the Baltimore Cochrane Center
but are not eligible for inclusion in the International Register of Published RCTs.



clinical trials. In January 1994, they announced that reports of trials would
be more thoroughly indexed in future and introduced a new indexing term
specifically for randomised controlled trials.8

In 1997, a project was started to identify reports of trials in EMBASE,
funded by the Anglia and Oxford Research and Development Programme
of the National Health Service in the UK. This project drew on a highly
sensitive search strategy, which was developed in 1996, based on the
assessment of the EMBASE records for reports of controlled trials identi-
fied by handsearching the BMJ (British Medical Journal) and the Lancet.9

The records identified by the handsearching can be regarded only as a
“quasi gold-standard” of known trials, since the handsearching covered
only two journals (both of which were English-language general health
care journals) and just two years from these journals (1990 and 1994).
Consequently, the set contained a relatively small number of studies
(384). In contrast, EMBASE indexes a large number of non-English
language journals, particularly journals published in other European
languages. It is also strong in its coverage of pharmaceutical journals and
indexes reports back to 1974. It is, therefore, uncertain to what extent
findings based on this study might be generalisable to all reports of
randomised controlled trials in EMBASE. The analysis involved assessing
how frequently certain free-text terms occurred in the titles or abstracts of
the reports in the “quasi gold-standard” and how frequently certain
EMTREE terms were used to index these reports. The frequency of these
terms within this data set was compared with their frequency across the
entire EMBASE database to estimate their sensitivity and precision as
means of identifying reports of controlled trials.

These estimates were used to create a hierarchy of terms for identify-
ing reports of trials in EMBASE. As many reports of controlled trials
had already been identified through the MEDLINE project, the latter
were removed from the result sets of the EMBASE search. To date,
approximately 100 000 records from the period 1974 to 1998 not already
coded as trials in MEDLINE have been downloaded, using the following
search terms: random*, crossover*, cross-over*, factorial*, and placebo*.
The titles and abstracts of these records have been read and 33 000
reports of controlled trials have been identified and added to The
Cochrane Controlled Trials Register.10 Details have also been sent to
Elsevier to enable them to re-tag the relevant records in EMBASE.

Other databases already searched for reports of 
controlled trials

Other databases have also been searched by the UK Cochrane Centre to
identify studies for Cochrane reviews. These include Criminal Justice
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Abstracts (1968–1996), the Educational Resources Information Center
database (ERIC) (1966–1998), and Sociological Abstracts (1974–1996).
The methods involved were similar to those employed for the MEDLINE
project. Search strategies were used which included both free-text terms
and terms from the thesaurus, where applicable. Records were then
processed as for the MEDLINE project. Approximately 1500 reports of
controlled trials of health care interventions have been identified from these
databases and included in The Cochrane Controlled Trials Register with
permission of the database publishers, where appropriate.

Identifying reports of controlled trials by 
handsearching

Despite the considerable efforts described above to identify reports of
controlled trials by searching electronic databases, it is still necessary to
“handsearch” journals to identify additional reports. For example,
MEDLINE and EMBASE only go back to 1966 and 1974 respectively and
despite the efforts by NLM to extend MEDLINE back further in time,
many earlier reports will never be indexed. Similarly, not all journals pub-
lished in more recent years are indexed in electronic databases and even for
those that are, it is not always possible to tell from the electronic record that
the report is a trial.11,12 Consequently, around the world, approximately
1700 journals have been or are currently being “handsearched” within the
Cochrane Collaboration, to identify reports of controlled trials. This
activity is co-ordinated by the New England Cochrane Center, Providence
Office, which maintains a “Master List of Journals Being Searched” (see
Table 4.2 for website). “Handsearching” requires a trained person to check
a journal from cover to cover, reading each article until they are satisfied
whether or not it is definitely or possibly a report of a randomised con-
trolled trial or a quasi-randomised controlled trial. The principle within the
Cochrane Collaboration is that journals are handsearched for all reports of
controlled trials, irrespective of whether the particular trial is of immediate
interest to the individual or group handsearching the journal. In this way,
each journal is searched once only, to minimise duplication of effort and
maximise the number of controlled trials identified. A recent study con-
firmed that, although handsearchers will miss some trials, it is generally
more efficient for individuals to search different journals than to repeat
searches in the same journals.13 Reports identified by handsearching are
submitted to the New England Cochrane Center, Providence Office, for
inclusion in The Cochrane Controlled Trials Register and, if appropriate, 
re-tagging in MEDLINE. 

The NLM has supported handsearching of American general health care
journals. Eighteen journals have been searched and will continue to be
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searched prospectively. The European Commission has funded two
projects under the European Union Biomedical and Health Research
Programme (BIOMED), to identify reports of controlled trials in general
health care journals published in Western Europe (contract number
BMH1-CT94-1289) and in specialised health care journals published in
Western Europe (contract number BMH4-CT98-3803). These projects
involve Cochrane Centre partners in Denmark, France, Germany, Italy,
the Netherlands, Spain, and the UK. During the first project (1994–1997),
120 general health care journals from 18 countries were handsearched,
many back to 1948 or to the earliest issue of the journal, if this was more
recent, representing a total of 2740 journal years searched.14 Approximately
22 000 reports of controlled trials were identified. Of these, over 17 000
reports were not previously readily identifiable as trials in MEDLINE –
7000 because the journals had not been indexed in MEDLINE or because
they had been published before 1966 when MEDLINE began. The second
three-year project started in July 1998. Interim results at the end of June
2000 indicated that 186 specialised health care journals from 12 countries
had been or were being handsearched, many back to 1948 as above,
representing a total of 3586 journal years searched. Approximately 23 000
reports of controlled trials had been identified. Of these, over 17 000
reports were not previously readily identifiable as trials in MEDLINE.

Whilst it is the responsibility of all Cochrane Centres to handsearch
general health care journals within their geographical area of responsibility,
it is the responsibility of Cochrane Collaborative Review Groups and
Cochrane Fields to search the specialised journals and other publications
(including conference proceedings) which fall within their scope and they
have already made much progress. This process is described in the
Collaborative Review Groups’ and Fields’ modules, available in The
Cochrane Library.15 Their specialized registers of studies for possible
inclusion in Cochrane reviews are incorporated in The Cochrane Controlled
Trials Register, also available in The Cochrane Library.

Recommended supplementary searches of databases
already searched or in progress

Although The Cochrane Controlled Trials Register should usually be the
first source searched when looking for reports of randomised controlled
trials, there are circumstances under which other databases, including
MEDLINE and EMBASE, should still be searched by those wishing to
identify controlled trials for inclusion in systematic reviews.

For those prepared to obtain the full article of references retrieved to
determine the relevance of a study and not just rely on the title and abstract
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in MEDLINE, (as was done in the re-tagging project), the highly sensitive
search strategy (see Table 4.1) may be used in conjunction with appropri-
ate Medical Subject Heading (MeSH) and free-text topic terms. Obtaining 
the full report of records not already coded as RANDOMIZED-
CONTROLLED-TRIAL or CONTROLLED-CLINICAL-TRIAL is
likely to identify some additional reports of controlled trials, where it will be
clear from the body of the article that it is a report of a trial (but not from
the title or abstract). In addition, MEDLINE should be searched for the
period since the last re-tagging search was conducted to the current date
(i.e. 1998 onwards at the time of writing). Up-to-date information on this
can be obtained from the New England Cochrane Center, Providence
Office (see Table 4.2). The top two phases of the highly sensitive search
strategy should be used, in conjunction with the appropriate Medical
Subject Heading (MeSH) and free-text topic terms.

As noted above, a study of the third phase of the highly sensitive search
strategy indicated that it would not be worth pursuing across the entire
MEDLINE database but individual reviewers may consider it worth
combining some of the terms in this phase, particularly the free-text term
volunteer*, with appropriate MeSH and free-text topic terms. A recent
study evaluated the highly sensitive search strategy against the Publication
Type term RANDOMIZED-CONTROLLED-TRIAL for identifying
reports of trials in hypertension.16 This concluded that, in hypertension,
RANDOMIZED-CONTROLLED-TRIAL was not sufficiently sensitive,
whereas all three phases of the search strategy were, with the exception of
the final phase when applied to the years 1991–1996.

Terms not currently in the highly sensitive search strategy but which
might be included in an updated version, can also be considered by
searchers. Such terms include “crossover” and “versus” and MeSH terms
which were introduced after the strategy was devised, for example CROSS-
OVER-STUDIES. A recent study has shown that the phrase “latin
square”, a particular type of study design, might also be included.6 Finally,
reviewers and those conducting searches on their behalf may wish to search
MEDLINE and other bibliographic databases for a specific topic or
subject, such as a drug name or a technique, without limiting their search
by any study design terms. This might identify background material but
also additional trials not identifiable through any of the methods listed
above.

The project involving the searching and re-coding of EMBASE is
ongoing but searchers may wish to search EMBASE and exclude the terms
already assessed within the project, as reports identifiable using these terms
are already included in The Cochrane Controlled Trials Register. To date (July
2000), these terms are random*, factorial*, crossover*, cross-over*, and
placebo* but searchers should bear in mind that only titles and abstracts
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were read and the advice given above in respect of re-searching databases
and retrieving and checking the full article also applies.

The Australasian Cochrane Centre is undertaking a systematic search of
the Australasian Medical Index database for reports of trials. The Brazilian
Cochrane Centre is undertaking a similar search for trials in the Latin
American and Caribbean Health Sciences Literature database (LILACS),
building on work undertaken by Karla Soares on behalf of the Cochrane
Schizophrenia Group. The Chinese Cochrane Centre is conducting a
similar project on their national bibliographic health care database
(Chinese Biomedical Retrieval Literature System). The Japanese informal
network for the Cochrane Collaboration is using the Japan Information
Centre of Science and Technology File on Science, Technology and
Medicine in Japan (JICST-E) to identify reports of trials published in
Japan.

Searches of additional databases not currently being
searched for The Cochrane Controlled Trials Register

The authors are not aware of any bibliographic databases, other than
those described above, which have been or are being searched systemati-
cally for all reports of controlled trials and these reports of trials being
transferred to The Cochrane Controlled Trials Register (with the permission of
the database producers). Other databases, therefore, need to be considered
when aiming to identify as many relevant studies as possible for systematic
reviews. Directories of health care databases can be used to assist in the
selection of appropriate databases.17

Investigations are under way to identify additional databases and other
electronic sources which might prove to be rich sources of reports of trials.
Meanwhile, reviewers may wish to consider the following databases
amongst others for identifying additional studies: Allied and Alternative
Medicine (AMED), Biological Abstracts (BIOSIS), CAB Health,
Cumulative Index to Nursing and Allied Health Literature (CINAHL),
Derwent Drug File, the NLM’s pre-1966 equivalent of MEDLINE,
Psychological Abstracts (PsycINFO), and Science Citation Index/Current
Contents. Each of the above databases will be evaluated to ascertain
whether it would be worth doing a MEDLINE/EMBASE-type project
globally on behalf of the Cochrane Collaboration as a whole and reviewers
more widely. In addition, because a particularly high proportion of
controlled trials are only published as meeting abstracts and these trials
may have importantly different results from those also published later as
full papers,18 “grey literature” databases are another important source.
Thus, searches of products such as the British Library’s “Inside” database
and the System for Information on Grey Literature in Europe (SIGLE)
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should also be considered. In addition, patents databases will be investi-
gated. Information about access to and costs of the above databases should
be available from your local health care librarian. The publication of
journals in full-text electronically might also represent an important new
means of identifying trials. Finally, Collaborative Review Groups and
Fields within the Cochrane Collaboration are encouraged to identify
specialised bibliographic databases which might prove useful sources of
trials within their respective areas of health care.

Supplementary searches of journals and conference
proceedings

As described above, approximately 1700 journals have been, or are being,
searched within the Cochrane Collaboration. Any journal not already
searched but likely to contain a high yield of reports of controlled trials in
the area of the systematic review might need to be searched. A recent study
identified a number of high-yield MEDLINE journals not currently being
searched.19 Alternatively, reviewers may wish to prioritise those journals or
parts of journals that are not indexed in MEDLINE or EMBASE.

A recent study assessed the additional yield if a journal were to be
searched by more than one person.13 This study showed that it might
occasionally be better to have a very high-yield journal searched by more
than one person, rather than have the second person search an additional
lower-yield journal. The same would apply to conference proceedings.
Potentially relevant conference proceedings can be identified from indexes
to conference proceedings such as the “British Library Index to Conference
Proceedings”, which contains information on more than 350 000
conferences world-wide, irrespective of subject or language. This index can
be accessed through the British Library web site (see Table 4.2) by selecting
“Online” then “OPAC ’97”. This website claims that the British Library
holds the world’s largest collection of conference proceedings. Alternative
sources including “grey literature” databases such as SIGLE and discussion
with clinicians in the appropriate specialty may also be productive.

Identifying ongoing and/or unpublished studies

Whilst it is difficult to identify published studies, identifying ongoing
and/or unpublished studies presents even more of a challenge. If a review is
to minimise bias, it is important that unpublished studies are identified (for
a discussion of publication bias and related biases see Chapter 11). The
least biased way to identify studies is through the registration of ongoing
research. Registers of ongoing trials have existed in a number of areas for
some years. A “Register of Registers” was set up by Kay Dickersin and
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colleagues to provide information about these registers, including contact
and content information.20 This is published as an appendix in The
Cochrane Reviewers’ Handbook (see Table 4.2).

There are a number of national initiatives to register ongoing studies. In
the UK, the National Research Register aims to hold information on all
ongoing research projects funded by, or otherwise of interest to, the
National Health Service. Issue 1 2000 contained information on 54 000
research projects. This data set was only partially indexed at the time of
publication but of those records indexed, 3159 were indexed as controlled
trials (1106 ongoing and 2053 recently completed studies). When indexing
is completed, it is expected that the Register will contain more than 10 000
studies indexed as trials. The National Research Register also contains the
UK Medical Research Council’s Clinical Trials Register, together with
details of systematic reviews in progress, collected by the UK National
Health Service Centre for Reviews and Dissemination. The National
Research Register is updated quarterly and is available on CD-ROM and
on the internet (see Table 4.2).

In the US, the Food and Drug Administration Modernization Act
(1997) mandated the establishment of a database of government and
privately funded clinical trials information for serious or life-threatening
conditions. The goal is to provide patients, families, and physicians with
easy access to information about clinical research studies and to provide
links to additional online health resources. Drug companies will be
required by this legislation to submit information on their ongoing trials. In
September 1998, it was announced that the NLM would develop this data-
base, in close collaboration with the National Institutes of Health (NIH).
The database, ClinicalTrials.gov, was launched in February 2000 and to
date (July 2000) contained approximately 5000 clinical trials funded pri-
marily by the NIH (see Table 4.2). Information on controlled trials being
funded or supported by the US Department of Health and Human Services
is available through the Computer Retrieval of Information on Scientific
Projects (CRISP) database (see Table 4.2). This includes not only trials
funded by the NIH but also by the Agency for Healthcare Research and
Quality, the Centers for Disease Control and Prevention, and the Food and
Drug Administration. In May 1999, the database contained 60 000
records, of which over 5000 were indexed as clinical trials.

In Spain, a register of trials known as “Base de Datos Española de
Ensayos Clínicos” (Spanish Database of Clinical Trials) was first set up in
1982, following legislation passed in 1978 regulating the conduct of clinical
trials. This register has been maintained and updated intermittently since
then. The recently appointed Agencia Española del Medicamento (Spanish
Drug Agency) is assuming responsibility for updating and maintaining this
register.
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An international initiative to identify completed trials which have never
reached publication was launched in September 1997, when many medical
journal editors responded to a proposal by Ian Roberts to announce an
amnesty for unpublished trials. Co-ordinated editorials appeared in nearly
100 medical journals to announce The Medical Editors’ Trials Amnesty
(META), along with an unreported trial registration form to collect a
minimum amount of information on each trial.21 To date, information has
been collected on approximately 150 unpublished controlled trials. This is
available in The Cochrane Controlled Trials Register and the Current Science
metaRegister of Controlled Trials (see below).

There have also been important initiatives from within the pharma-
ceutical industry to improve access to information on trials. In 1996,
Schering Healthcare Ltd, the UK division of the multinational drug
company, agreed with the UK Cochrane Centre that they would provide
information on all phase III randomised controlled trials with which they
had been involved over the past five years (both ongoing and completed),
irrespective of publication status. Information on 32 such studies has been
made available in The Cochrane Controlled Trials Register since January
1997.

Subsequently, in November 1997, Glaxo Wellcome announced that it
wished to work with the UK Cochrane Centre to ensure that information
on their ongoing trials world-wide was made publicly available.22 Glaxo
Wellcome has since created a Clinical Trials Register which will provide a
comprehensive record of all randomised phase II, III and IV studies
conducted on their newly registered medicines. The register is still evolving
but is currently available to all health care professionals and researchers and
contained information on approximately 100 controlled trials in July 2000
(see Table 4.2).

Since the Glaxo Wellcome announcement and subsequent discussions,
the publisher Current Science set up a metaRegister of Controlled Trials
(mRCT) (see Table 4.2). This was launched in early 1999 and, in July
2000, contained details of more than 6000 trials drawn from 15 separate
sources including: the UK National Research Register, the UK Medical
Research Council and the NIH ClinicalTrials.gov register. It is hoped that
other organisations and individuals will add information about their
ongoing trials. Current Science also provides a Controlled Trials Links
Register giving direct internet access to an additional 100 trials registers
and this is also available on its web site.

Subject-specific registers of controlled trials have been developed and
maintained over the years. Examples include the register developed by the
UK Co-ordinating Committee on Cancer Research (UKCCCR) and
Physicians’ Data Query (a US register of controlled trials in cancer).
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Conclusions

The inclusion of all relevant studies in systematic reviews is crucial to
avoid bias and maximise precision. In this chapter we have discussed the
sources, summarised in Box 4.3, which should be searched to identify
controlled trials for systematic reviews. Various initiatives, many within the
Cochrane Collaboration, mean that the identification of published and
unpublished trials for systematic reviews has become an easier task.
Ongoing and planned developments will continue to improve the
situation.
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Box 4.3 Sources to be searched to identify randomised
trials for systematic reviews

• The Cochrane Controlled Trials Register
• MEDLINE and EMBASE (with the provisos outlined in the text)
• other databases as appropriate
• journals
• conference proceedings
• reference lists
• sources of ongoing and/or unpublished studies
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5 Assessing the quality of
randomised controlled trials
PETER JÜNI, DOUGLAS G ALTMAN, 
MATTHIAS EGGER

Summary points

• Empirical studies show that inadequate quality of studies may distort the
results from meta-analyses and systematic reviews. 

• The influence of the quality of included studies should therefore
routinely be examined in meta-analyses and systematic reviews. This is
best done using sensitivity analysis. 

• The use of summary scores from quality scales is problematic. Results
depend on the choice of the scale, and the interpretation of findings is
difficult. It is therefore preferable to examine the influence of individual
components of methodological quality. 

• Based on empirical evidence and theoretical considerations, conceal-
ment of treatment allocation, blinding of outcome assessment, and
handling of patient attrition in the analysis should generally be assessed.

The quality of controlled trials is of obvious relevance to systematic
reviews. If the “raw material” is flawed, then the conclusions of systematic
reviews will be compromised and arguably invalid. Following the recom-
mendations of the Cochrane Collaboration and other experts,1–3 many
reviewers formally assess the quality of the primary trials.4 However, the
methodology for both the assessment of quality and its incorporation into
systematic reviews are a matter of ongoing debate.5–8

In this chapter we will discuss the concept of “study quality” and review
empirical studies that have examined the impact of methodological quality
of randomised trials on estimates of treatment effects. Using the example of
a meta-analysis comparing low molecular weight heparin with standard
heparin for prevention of postoperative thrombosis,9 we will discuss the
potentials and limitations of scoring systems and other methods for assess-
ing study quality.
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A framework for methodological quality

Quality is difficult to define. It could address the design, conduct and
analysis of a trial, its clinical relevance, or the quality of reporting.10–12 An
important dimension of study quality relates to the validity of the findings
generated by a study. Campbell proposed a distinction between internal
and external validity of clinical trials (Box 5.1).13–14 Internal validity is
defined as the extent to which the results of a study are correct for the
circumstances being studied.15 It applies to the particular “internal”
conditions of the trial. In contrast, external validity or generalisability is the
extent to which the results of a study provide a correct basis for generalisa-
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Box 5.1 Validity of a trial

Internal validity External validity
The extent to which systematic error The extent to which the results of a 
(bias) is minimised in a clinical trial: trial provide a correct basis for 

applicability to other circumstances:

• Selection bias • Patients
– biased allocation to comparison – age, sex

groups – severity of disease and risk 
factors

• Performance bias – co-morbidity
– unequal provision of care apart 

from treatment under • Treatment regimens
evaluation – dosage, timing and route of 

administration
• Detection bias – type of treatment within a class 

– biased outcome assessment of treatments
– concomitant therapies

• Attrition bias
– biased occurrence and handling • Settings

of protocol deviations and loss – level of care (primary to 
to follow up tertiary)

– experience and specialisation of 
care provider

• Modalities of outcomes
– type or definition of outcomes
– length of follow up

Careful design, conduct, and analysis of External validity is a matter of 
a trial prevent bias. judgement.



tions to other circumstances.15 There is no external validity per se; the term
is only meaningful with regard to specified “external” conditions, for
example patient populations, treatment regimens, clinical settings, or
outcomes not directly examined in the trial. Internal validity is clearly a
prerequisite for external validity: the results of a flawed trial are invalid and
the question of its external validity becomes redundant.

Dimensions of internal validity

Internal validity implies that the differences observed between groups of
patients enrolled in a trial may, apart from random error, be attributed to
the intervention under investigation. Internal validity is threatened by bias,
which has been defined as “any process at any stage of inference tending to
produce results that differ systematically from the true values”.16 In clinical
trial research, potential biases fall into four categories. These relate to
systematic differences between comparison groups in (i) the patients’
characteristics (selection bias), (ii) the provision of care apart from the
treatment under evaluation (performance bias), (iii) the assessment of
outcomes (detection bias), and (iv) the occurrence and handling of patient
attrition (attrition bias) (Box 5.1).1,17,18

Selection bias
The aim of randomisation is the creation of groups that are comparable

with respect to any known or unknown potential confounding factors.19

Success depends on two interrelated manoeuvres (Box 5.2).20,21 First, an
unpredictable allocation sequence must be generated, for example by toss-
ing a coin, throwing dice or using a computer algorithm. Second, this
sequence must be concealed from investigators enrolling patients.
Knowledge of impending assignments, resulting, for example, from the use
of a random number table openly posted on a bulletin board, can cause
selective enrolment of patients based on prognostic factors.22 Patients who
would have been assigned to a treatment deemed to be “inappropriate”
may be rejected, and some patients may deliberately be directed to the
“appropriate” treatment by delaying their entry into the trial until the
desired assignment becomes available.17,21 Deciphering of allocation
schedules may occur even if an attempt was made to conceal the schedule.
For example, assignment envelopes may be opened or held against a very
bright light.23

Performance and detection bias
Performance bias occurs if additional therapeutic interventions are

provided preferentially to one of the comparison groups. Blinding of
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patients and care providers prevents this type of bias, and, in addition,
safeguards against differences in placebo responses between comparison
groups.18,24 Detection bias arises if the knowledge of patient assignment
influences the process of outcome assessment.24 Detection bias is avoided
by blinding of those assessing outcomes, including patients, clinician
investigators, radiologists, and endpoint review committees (Box 5.1).

Attrition bias
Protocol deviations and loss to follow-up may lead to the exclusion of

patients after they have been allocated to treatment groups, which may
introduce attrition bias.18,25 Possible protocol deviations include the viola-
tion of eligibility criteria and non-adherence to prescribed treatments.26

Loss to follow-up refers to patients becoming unavailable for examinations
at some stage during the study period, either because of a patient’s
conscientious refusal to participate further (also called drop out), because
of a clinical decision to stop the assigned intervention, or because the
patient cannot be contacted, for example because he or she moved without
giving notice.26
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Box 5.2 Randomisation consists of two parts

Generation of allocation sequences Concealment of allocation sequences
• Adequate if resulting sequences are • Adequate if patients and enrolling 

unpredictable: investigators cannot foresee 
– computer generated random- assignment: 

numbers – a priori numbered or coded 
– table of random-numbers drug containers prepared by an 
– drawing lots or envelopes independent pharmacy
– coin tossing – central randomisation 
– shuffling cards (performed at a site remote 
– throwing dice from trial location)

– sequentially numbered, sealed, 
opaque envelopes

• Inadequate if resulting sequences • Inadequate if patients and 
are predictable: enrolling investigators can foresee 
– according to case record number upcoming assignment:
– according to date of birth – all procedures based on 
– according to date of admission inadequate generation of 
– alternation allocation sequences

– open allocation schedule
– unsealed or non-opaque 

envelopes



Patients excluded after allocation are unlikely to be representative of all
patients in the study. For example, patients may not be available for follow
up because they suffer from an acute exacerbation of their illness, or from
the occurrence of severe side effects.18,27 Patients not adhering to treat-
ments generally differ in respects that are related to prognosis.28 All
randomised patients should therefore be included in the analysis and kept
in the originally assigned groups, regardless of their adherence to the study
protocol. In other words, the analysis should be performed according to the
intention-to-treat principle, thus avoiding selection bias.18,27,29 Naturally, this
implies that the primary outcome was in fact recorded for all randomised
patients at the pre-specified times throughout the follow-up period.30,31 If
the endpoint of interest is mortality from all causes this can be established
most of the time. However, it may be simply impossible retrospectively to
ascertain other binary or continuous outcomes and some patients may
therefore have to be excluded from the analysis. In this case the proportion
of patients not included in the analysis must be reported and the possibility
of attrition bias discussed.

Empirical evidence of bias

Numerous case studies demonstrate that the biases described above do
occur in practice, distorting the results of clinical trials.22,24,25,27,29,32 We are
aware of seven methodological studies that made an attempt to gauge their
relative importance in a sample of systematic reviews or a large population
of clinical trials.33–39 Here we will concentrate on the two studies by Schulz
et al.38 and Moher et al.39 because these authors avoided confounding by
disease or intervention and examined individual dimensions of study
quality, such as randomisation and blinding.

In both studies38,39 inadequate concealment of treatment allocation was,
on average, associated with an exaggeration of treatment effects by around
40% (Table 5.1). Inappropriate generation of allocation sequences was not
associated with treatment effects.38,39 However, when only trials with
adequate allocation concealment were analysed in one study,38 those with
description of an inadequate generation of allocation sequences again
yielded inflated treatment effects. An allocation sequence that is truly
random therefore seems to be a necessary but not sufficient condition for
the prevention of selection bias. If sequences are predictable, some deci-
phering can occur even with adequate concealment. The generation of
sequences that are truly random, on the other hand, is irrelevant if
sequences are not concealed from those involved in patient enrolment.21

While Schulz et al.38 found that lack of double-blinding was, on average,
associated with larger treatment effects, Moher and colleagues39 did not
find a significant relationship (Table 5.1). The importance of blinding will
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to some extent depend on the outcomes assessed. In some situations, for
example when examining the effect of an intervention on overall mortality,
blinding of outcome assessment will be irrelevant. Differences in the type
of outcomes examined could thus explain the discrepancy between the 
two studies. Only Schulz and colleagues38 addressed attrition bias.
Unexpectedly, the authors found a trend towards larger effect estimates in
trials apparently free of attrition compared with trials known to have
excluded patients after allocation. The authors suggested that this might
be explained by the inadequate reporting of exclusions in published
reports judged to be of poor quality on other criteria.38

Because of empirical studies like these, the aspects of methodology
considered in this section – concealment of allocation, blinding, and
completeness of data – are emerging as the most often cited key elements of
trial quality.

Dimensions of external validity

External validity relates to the applicability of the results of a study to
other “populations, settings, treatment variables, and measurement
variables”.14 External validity is a matter of judgement which will depend
on the characteristics of the patients included in the trial, the setting, the
treatment regimens tested, and the outcomes assessed (Box 5.1).14 In
recent years large meta-analyses based on individual patient data have
demonstrated that important differences in treatment effects may exist
between patient groups and settings. For example, antihypertensive
treatment reduces total mortality in middle-aged hypertensive patients40

but this may not be the case in very old people.41 The benefits of fibrinolytic
therapy in suspected acute myocardial infarction has been shown to
decrease linearly with the delay between the start of symptoms and the
initiation of treatment.42 In trials of cholesterol lowering the benefits in
terms of reduction of non-fatal myocardial infarction and mortality due to
coronary heart disease depends on the reduction in total cholesterol
achieved, and the length of follow-up.43 At the very least, therefore,
assessment of the value of a trial requires adequate information about the
characteristics of the participants.44 The application of trial results to the
individual patient, which is often problematic, is discussed in more detail in
chapter 19.

Quality of reporting

The assessment of the methodological quality is intertwined with the
quality of reporting, that is the extent to which a report of a clinical trial
provides information about the design, conduct, and analysis of the trial.6
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Trial reports frequently omit important methodological details.45–48 For
example, only 1 of 122 randomised trials of selective serotonin reuptake
inhibitors specified the method of randomisation.49 A widely used approach
to this problem consists in assuming that the quality was inadequate unless
the information to the contrary is provided (the “guilty until proven
innocent” approach). This will often be justified because faulty reporting
generally reflects faulty methods.38,50 However, a well conducted but badly
reported trial will of course be misclassified. An alternative approach is to
explicitly assess the quality of reporting rather than the adequacy of
methods. This is also problematic because a biased but well reported trial
will receive full credit.51 The adoption of guidelines on the reporting of
clinical trials52 has recently improved this situation for a number of
journals, but deficiencies in reporting of trials will continue to be confused
with deficiencies in design, conduct, and analysis.

Assessing trial quality: composite scales

Composite scales combine information on a range of quality components
in a single numerical value. A large number of quality assessment scales is
available. In a search of the literature covering the years up to 1993, Moher
et al. identified 25 different scales (Table 5.2).6,7 Since then many more
have been developed. For example, in a hand search 1993–1997 of five
general medicine journals (Ann Intern Med, BMJ, JAMA, Lancet and 
N Engl J Med) another 14 instruments were identified.8

The problems of composite scales
The use of composite scales is problematic for several reasons. Different

scales vary considerably in terms of dimensions covered, size and complex-
ity. Many scales include items for which there is little evidence that they are
in fact related to the internal validity of a trial. Some scales include context-
specific aspects, which relate to external validity. For example, a scale used
in a meta-analysis of trials of the effect of anti-hypertensive therapy on
serum lipids used a scale including items related to how the measurements
were made and how the samples were stored.53 Key features of commonly
used scales are summarised in Table 5.2.

Unsurprisingly, different scales can lead to discordant results. This has
been demonstrated for a meta-analysis9 of 17 trials comparing low
molecular weight heparin to standard heparin for thromboprophylaxis in
general surgery patients.8 Nurmohamed and colleagues9 found a significant
reduction in the risk of deep vein thrombosis with low molecular weight
heparin. However, when the analysis was limited to trials of strong
methodology, as assessed by a scale consisting of eight criteria, no
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significant difference between the two heparins remained. This led the
authors to conclude that there was no convincing evidence that low
molecular weight heparin was superior to standard heparin.9 Jüni et al. re-
analysed this meta-analysis8 using the 25 scales shown in Table 5.2 to
assess trial quality. As shown in Figure 5.1, the results differed depending
on the scale used. Using some scales, relative risks of “high quality” trials
were close to unity and statistically not significant, indicating that low
molecular weight heparin was not superior to standard heparin, whereas
“low quality” trials assessed by these scales showed better protection with
the low molecular weight type. With other scales the opposite was the case:
“high quality” trials indicated that low molecular weight heparin was
superior to standard heparin, whereas “low quality” trials found no
significant difference.

Such disagreements may be common. For example, in a meta-analysis of
vitamin B6 in the treatment of premenstrual syndrome Wyatt and
colleagues54 assessed the quality of trials using a scale developed by Jadad et
al.55 (see below) and also their own eight point scale. The scores obtained
by these two methods were negatively correlated, and not a single trial was
rated as of “high quality” by both scores.

When examining the association of effect estimates with quality scores,
interpretation of results is difficult. Greenland56 pointed out that in the
absence of an association there are three possible explanations: (i) there is
no association with any of the components; (ii) there are associations with
one or several components, but these components have so little weight that
the effects are drowned in the summary score; or (iii) there are associations
with two or more components, but these cancel out so that no association
is found with the overall score. On the other hand, if treatment effects do
vary with quality scores, meta-analysts will have to identify the component
or components that are responsible for this association in order to interpret
this finding.

Some of these problems are discussed in more detail below for the 
two widely used scales developed by TC Chalmers et al.57 and Jadad 
et al.55

A critique of two widely used quality scales
The scale by Thomas C Chalmers et al.57 (not to be confused with the

scale developed by Iain Chalmers et al.58,59), summarised in Box 5.3,
includes components of internal validity as well as features related to exter-
nal validity, data presentation, statistical analysis, and trial organisation.
The proportion of the total weight given to aspects which are now accepted
dimensions of internal validity is relatively small (Table 5.2). Based on a
total of 30 different items, the resulting summary score is difficult to
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Figure 5.1 Combined results for 17 trials comparing low molecular with standard
heparin and results from stratified analyses dividing trials in “high” and “low
quality” strata, using 25 different quality assessment scales. Relative risks for deep
vein thrombosis with 95% confidence intervals are shown. Black circles indicate
estimates from “high quality” trials, open circles indicate estimates from “low
quality” trials. The scales are arranged in decreasing order of the relative risks in
trials deemed to be of “high quality”. Modified from Jüni et al.8



interpret. Unsurprisingly, it has not been found to be related to effect
estimates.36

Another widely used scale, developed by Jadad et al,55 is described in 
Box 5.4. It focuses exclusively on three dimensions of internal validity,
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Box 5.3 Issues addressed by TC Chalmers’ quality
assessment scale (1981)57

Internal validity External validity
• Randomisation • Patients

– Allocation sequence adequately – Inclusion and exclusion criteria
concealed? provided?

– Rejected patients described?
• Blinding

– Patients blinded as to assigned • Treatment
treatment? – Treatment regimens described?

– Physicians/outcome assessors – Biological availability
blinded as to assigned treatment? evaluated?

– Patients/physicians blinded as to – Compliance evaluated?
ongoing results?

– Statisticians blinded as to results? Other aspects
– Control treatment (e.g. placebo) • Additional statistical tests

described as indistinguishable? – Life-table or time-series analysis
– Blinding of patients and done?

physicians tested? – Appropriate subgroup analyses 
done?

• Patient attrition – Regression or correlation 
– Attrition described, proportion analysis done?

smaller than 10–15% of assigned 
patients? • Data presentation

– Attrition appropriately analysed – Test statistic and P-value 
(e.g. intention-to-treat analysis)? provided?

– Confidence limits provided?
• Statistical analysis – Endpoints tabulated?

– Appropriate tests used? – Time to occurrence of 
– Adjustments for multiple testing endpoints provided (e.g. 

done? survival time)?

• Avoiding random error • Organisational aspects
– Prior power calculations done? – Starting and stopping dates of 
– Baseline variables tabulated? trial provided?
– Baseline distribution tested?
– Post hoc power calculations done • Side effects

for negative trials? – Side effects analysed and 
discussed?



randomisation, blinding and withdrawals (Table 5.2), but gives more
weight to the quality of reporting than to actual methodological quality. For
example, a statement on patient attrition will earn the point allocated to
this domain, independently of how many patients were excluded or
whether or not the data were analysed according to the intention-to-treat
principle. The scale addresses the generation of allocation sequences, a
domain not consistently related to bias,38,39 but it does not assess allocation
concealment, which has clearly been shown to be associated with
exaggerated treatment effects (Table 5.1).38,39 Therefore, the use of an
open random number table is considered equivalent to concealed randomi-
sation using a telephone or computer system. The authors advocate that a
score of 3 should be taken to indicate “high quality”; however, 3 points can
be earned by a trial which neither used random nor concealed allocation of
patients. It has been noted6 that this scale, which was evaluated for
discrimination, reliability, and construct validity, is the only published
instrument that has been constructed according to psychometric principles.
While this is true, it does not follow that this particular scale is therefore
necessarily better than other instruments.

Note that both scales55,57 give considerable importance to blinding, but
neither allows for the fact that in many trials blinding may not be feasible.

Potential of quality scales
Although the use of composite quality scales to identify trials of apparent

“low” or “high quality” in a given meta-analysis is problematic, scales may
provide a useful overall assessment when comparing populations of trials or
assessing trends in trial quality over time. For example, using Jadad’s
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Box 5.4 Issues addressed by Jadad’s quality assessment
scale (1996)55

• Randomisation
– Described as randomised?
– Allocation sequences appropriately generated?

• Blinding
– Described as double blind?
– Control treatment (e.g. placebo) described as indistinguishable?

• Patient attrition
– Attrition described for each group (including the number of patients lost 

or excluded, along with the reasons)?



scale55 Moher et al.60 found that the quality of reporting was equally inade-
quate for trials published in English and trials published in other languages:
in both groups the total quality score was on average only about 50% of the
maximum possible score. Similar results were found by other groups.61

Using the Jadad scale, Rüther and colleagues examined the reporting
quality of 3230 controlled clinical trials published in five German language
general medicine journals during the period 1948–95.62 As shown in Figure
5.2, the quality of reporting clearly improved in more recent decades.

Assessing trial quality: the component approach

The analysis of individual components of study quality overcomes many
of the shortcomings of composite scores. This “component approach”
takes into account that the importance of individual quality domains, and
the direction of potential biases associated with these domains, will vary
between the contexts in which trials are performed. In the heparin example
(Figure 5.1)8,9 regression analyses showed that none of the 25 composite
scales yielded a statistically significant difference in effect estimates
between “high quality” and “low quality” trials. This included the scale
used in the original report by Nurmohamed et al.9 Incidentally,
Nurmohamed and colleagues’ interpretation of the difference in results
observed for trials that scored high or low (see above) represents a
common, but incorrect, approach to examining heterogeneity.63–65

We examined whether there is evidence for an influence of individual
dimensions of study quality on estimates of treatment effect. Figure 5.3
shows the results from an analysis stratified by concealment of randomisa-
tion, blinding of outcome assessment and handling of patient attrition. The
results show similar effect estimates in trials with and without adequate
concealment of treatment allocation. In both strata low molecular weight
heparin appeared to be more effective than standard heparin. A clearly
superior effect of low molecular weight heparin is evident in trials with open
assessment of the endpoint deep vein thrombosis, whereas only a small
difference is evident in trials with blind outcome assessment. Trials
analysed according to the intention-to-treat principle showed a more
pronounced difference between the two heparins than trials not analysed in
this way. Blinding and the handling of attrition in the analysis thus appear
to affect estimates of treatment effects.

We used multivariable regression analysis66,67 to investigate whether
these differences in treatment effects could have been produced by chance
alone, and whether confounding between different dimensions of study
quality was present (see Chapters 8–11 for discussion of regression tech-
niques in meta-analysis). The results are shown in Table 5.3. Blinding of
outcome assessment is the only quality feature significantly associated with
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Figure 5.3 Meta-analysis of 17 trials comparing low molecular with standard
heparin for the prevention of deep vein thrombosis, stratified by individual compo-
nents of study quality. Relative risks for deep vein thrombosis with 95% confidence
intervals are shown. Black circles indicate estimates of methodologically superior
trials, open circles indicate estimates of methodologically inferior trials.

Figure 5.2 Quality of 3230 controlled clinical trials published in five German
language general medicine journals, 1948–1995.62 Mean quality scores from
Jadad’s scale55 are shown.



estimates of treatment effect, the effect being exaggerated by 44% (P =
0·03), whereas no significant associations were present for the other two
domains of study quality. The importance of blinding outcome assessors
could have been anticipated because the interpretation of fibrinogen leg
scanning, the test used to detect deep vein thrombosis, can be subjective.68

The lack of an association with allocation concealment was surprising but
its importance may to some extent depend on whether strong beliefs exist
among investigators regarding the benefits or risks of assigned treatments,
or whether equipoise of treatments is accepted by most of the investigators
involved.23 Strong beliefs are probably more common in trials comparing
an intervention to placebo than in trials comparing two similar, active
interventions.

Scales or components?
There is no consensus on whether scales or components are preferable,

although it is generally agreed that trial quality ought to be investigated in
systematic reviews.1–3 Moher et al.69 reviewed the use of quality assessment
in systematic reviews published in medical journals or the Cochrane
Database of Systematic Reviews (CDSR). Trial quality was assessed in 78
(38%) of the 204 journal reviews, of which 52/78 (67%) used scales and
20/78 (26%) used components. By contrast, all 36 CDSR reviews assessed
quality, of which 33/36 (92%) used components and none used scales.
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Table 5.3 Results from multivariable regression analysis relating methodological
key domains to effect sizes in 17 trials comparing heparins for thromboprophylaxis
in general surgery.

Methodological domain Ratio of relative risks* P
(95% CI)

Concealment of allocation
Adequate 1·00 (referent) 0·25
Inadequate/unclear 1·37 (0·80 to 2·33)

Blinding of outcome assessment
Yes 1·00 (referent) 0·03
No 0·56 (0·33 to 0·95)

Intention-to-treat analysis
Yes 1·00 (referent) 0·63
No 1·12 (0·70 to 1·82)

Analysis adjusted for all variables listed.
* A ratio of relative risks of less than one indicates that trials of lower quality exaggerate the
benefits of low molecular weight heparins, compared to the referent group of methodologically
superior trials; a ratio of relative risks above one indicates the opposite.



Incorporating study quality into meta-analysis

It makes intuitive sense to take information on the quality of studies into
account when performing meta-analysis. One approach is to simply
exclude trials that fail to meet some standard of quality. This may often be
justified but runs the danger of excluding studies which could contribute
valid information. It may therefore be prudent to exclude only trials with
gross design deficiencies, for example those that clearly failed to create
comparable groups. The possible influence of study quality on effect
estimates should, however, always be examined in a given set of included
studies. A number of different approaches have been proposed for this
purpose.

Quality as a weight in statistical pooling
The most radical approach is to incorporate directly information on

study quality as weighting factors in the analysis. In standard meta-analysis
effect estimates of individual trials are weighted by the inverse of their
variance.70 The larger the trial, the smaller the variance of the effect
estimate, and the greater the weight the study receives in meta-analysis (see
Chapter 15 for a discussion of statistical methods). Study weights can be
multiplied by quality scores, thus increasing the weight of trials deemed to
be of “high quality” and decreasing the weight of “low quality” studies.5,39

A trial with a quality score of 40 out of 100 will thus get the same weight in
the analysis as a trial with half the amount of information (based on sample
size) but a quality score of 80. 

For example, Kasiske et al. reviewed 474 studies of the effect of antihy-
pertensive drugs on serum lipids, including double blind, single blind and
open randomised trials, non-randomised comparative studies and case
series.53 All 474 studies were pooled in a single analysis. To account for
differences in study type and quality the authors developed a quality scale
and weighted the analysis by the total score. There was no direct examina-
tion of the influence of study type and methodological quality, which makes
the results extremely difficult to interpret.

Weighting by quality scores is problematic for several reasons. First, as
discussed above, the choice of the scale will influence the weight of
individual studies in the analysis, and the combined effect estimate and its
confidence interval will therefore depend on the scale used. Second, the
width of the confidence interval can readily be modified by transformation
of raw scores. Depending on the scale and transformation used, the width
of confidence intervals may increase or decrease, but there is no reason why
study quality should modify the precision of estimates. Third, in general
poor studies are still included. Thus any bias associated with poor method-
ology is only reduced, not removed. Including both good and poor studies
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may also increase heterogeneity of estimated effects across trials and may
reduce the credibility of a systematic review. As pointed out by Detsky and
colleagues,5 the incorporation of quality scores as weights lacks statistical or
empirical justification.

Sensitivity analysis
The robustness of the findings of a meta-analysis to different assump-

tions should always be examined in a thorough sensitivity analysis (see also
Chapter 2). An assessment of the influence of methodological quality
should be part of this process. As illustrated for the heparin example,
simple stratified analyses and multivariable meta-regression models,66,67 are
useful for exploring associations between treatment effects and multiple
study characteristics. Quality summary scores or categorical data on
individual components can be used for this purpose. However, for the
reasons discussed above, we recommend that sensitivity analysis should be
based on the components of study quality that are considered important in
the context of a given meta-analysis. Other approaches,5,71,72 such as
plotting effect estimates against quality scores, or performing cumulative
meta-analysis (see Chapter 1) in order of quality, are also affected by the
problems surrounding composite scales.

Conclusions

The problems associated with measuring methodological quality, which
we outlined in this chapter, are not specific to the issue of trial quality.
Similar problems have been noted in relation to composite scales used to
assess quality of life73 or scales that purport to measure a range of clinical
outcomes. For example, Schneider and Knahr assessed 13 different scoring
systems for grading the outcome after forefoot surgery.74 They found that
some of these systems agreed very poorly and in a few cases pairs of scores
were negatively correlated.

Nor is the importance of study quality in systematic reviews relevant only
to controlled trials. The same basic principles apply to systematic reviews
of other types of study, such as diagnostic studies75 (see Chapters 12–14 on
systematic reviews of observational, prognostic and diagnostic studies). For
these study designs the key elements of methodological quality are not as
well agreed as for randomised trials.

There is ample evidence that many trials are methodologically weak and
increasing evidence that deficiencies translate into biased findings of
systematic reviews. The assessment of the methodological quality of
controlled trials and the conduct of sensitivity analyses should therefore be
considered routine procedures in meta-analysis. Although composite
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quality scales may provide a useful overall assessment when comparing
populations of trials, such scales should not generally be used to identify
trials of apparent low or high quality in a given meta-analysis. Rather, the
relevant methodological aspects should be identified, ideally a priori, and
assessed individually. This should generally include the key domains of
concealment of treatment allocation, blinding of outcome assessment, and
handling of attrition.
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6 Obtaining individual
patient data from 
randomised controlled trials
MICHAEL J CLARKE, LESLEY A STEWART

Summary points

• Individual randomised trials in health care are, on their own, rarely able
to estimate typical differences between treatments on major outcomes
because these differences may be relatively small. 

• Such differences may, however, be very important, especially in common
diseases where they could result in many life years saved and have an
important impact on public health. 

• Large scale, unbiased randomised evidence such as that from systematic
reviews of randomised trials, is needed to investigate these differences as
reliably as possible.

• The central collection of individual patient data (IPD) is perhaps the
most resource intensive and time-consuming approach for systematic
reviews. It will, however, overcome many of the problems associated
with a reliance on published data only, some of the problems associated
with a reliance on aggregate data and will add to the analyses and
investigations that can be performed. 

• The relative contribution of different aspects of the IPD approach and its
importance to the reliability of the findings of systematic reviews is the
subject of ongoing and future research.

The ultimate aim of any systematic review should be to ensure that relevant
data on all randomised patients from all relevant randomised trials are
included. Increasing the number of trials or patients will reduce the
influence of chance effects and consequently result in more tightly defined
and precise estimates of treatment differences. However, it is important
that the aim to be all inclusive is not done at the expense of introducing
systematic bias. For example, if not all trials can supply data and be
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included and the availability of particular trials might be related to results,
then the reviewer needs to be cautious. This is a well-documented problem
in traditional reviews if only data from published trials are included, as we
know that studies with significant results are more likely to be published
than those with non-significant results (see Chapter 3).1 On the other hand
the same problem can apply if unpublished trials are sought but not all of
these trials are made available for inclusion. For example, if trialists have
only kept, or are only willing to provide, data from their unpublished trials
that showed promising results, then the review will be biased towards the
positive. A similar difficulty could arise if not all the subgroups or outcomes
of interest are available from all trials. Again, trialists might be more likely
to publish or supply only those with the most interesting findings, whereas
the reviewer needs to include the relevant data regardless of the result
within an individual trial.

This chapter discusses the process of obtaining data for inclusion in
systematic reviews, with particular emphasis on those using individual
patient data (IPD). These IPD reviews which have been described as the
“yardstick” against which other forms of systematic review should be
measured,2 are time consuming but have, in a number of cases, produced
definitive answers which might not have been obtained in any other way.3

Many of the points raised in relation to collecting IPD are also of relevance
to systematic reviews using aggregate data supplied directly by the trialists,
and the most important issue related to the reliability of a review is not
usually whether it used IPD or aggregate data but whether or not it used
unpublished data (either IPD or aggregate).

What are individual patient data reviews?

IPD reviews involve obtaining individual information or “raw data” on
all patients included in each of the trials directly from those responsible for
the trial. This information, which is often brought up to date for the
purposes of the review, is collected, checked and re-analysed centrally by
the researchers responsible for coordinating the review. As with any
systematic review, the first, and perhaps most important, step is to identify
all relevant trials and this is discussed elsewhere in this book (see Chapter
4). Then if appropriate, the results of the identified trials are combined in a
meta-analysis. The datasets supplied are checked carefully and any
apparent inconsistencies or problems are discussed and, hopefully, resolved
by communication with the responsible trialists. The finalised data for each
trial are analysed separately to obtain summary statistics, which are com-
bined to give an overall estimate of the effect of treatment. In this way,
patients in one trial are compared directly only with other patients in the
same trial, and each of the trials is analysed in the same way.4
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The use of IPD in a systematic review shares benefits, resulting from
direct contact between reviewers and trialists, with reviews that use
updated aggregate data provided by the trialists. For example, both
approaches allow the reviewer to incorporate unpublished data which may
be the most important hurdle to overcome in minimising bias. In addition,
the IPD approach provides a number of further benefits that cannot other-
wise be achieved readily. It also has some possible disadvantages. These
features are shown in Box 6.1 and the most important are discussed below.
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Box 6.1 Possible benefits and disadvantages of IPD
reviews

Possible benefits of collecting aggregate data from trialists
• include unpublished trials
• include all randomised, and no non-randomised, patients
• analyse on the basis of allocated treatment
• analyse common outcomes 
• analyse common patient subgroups
• improve the overall follow-up
• ensure equal follow-up for the randomised groups

Possible additional benefits of involving the relevant trialists in the conduct of
the review
• better identification of trials
• more balanced interpretation of the results of the review
• wider endorsement
• increased possibilities for dissemination of the results of the review
• better clarification of the implications for future research
• possibilities for collaboration in future research

Possible additional benefits of using individual patient data
• analyse by time to event
• increase statistical power
• more flexible analysis of patient subgroups
• more flexible analysis of outcomes
• might be easier for trialists to supply IPD than to prepare tables
• easier for trialists to supply small amounts of additional or new data
• data can be checked and corrected

Possible disadvantages of IPD reviews
• make take longer and cost more
• reviewers need wider range of skills
• inability to include IPD from all relevant trials



Improved follow-up

Even in trials where the outcomes of most interest are expected within
months or a few years of randomisation, longer follow-up may yield impor-
tant information. This may confirm that an important benefit only becomes
apparent after several years, as discussed below, or identify a late hazard
which may overwhelm the early benefit.5 Most trials do not report long term
follow-up and are too small to identify these long term effects which there-
fore might only come to light through a systematic review. This is unlikely
to be possible in a review which relies only on published data, since these
remain static and are “frozen-in-time” by the publication process. The
problem can be overcome if the trialist has maintained the data in their trial
and if the updated results can be obtained for the review (either as IPD or
aggregate data). Even if the trialist has not done so or is unable to bring the
information up to date themselves, it may be possible for the organisers of
the review to track the outcome of patients, for example through national
death registries or cancer registries if the trialists can supply sufficient infor-
mation on each patient. It is similarly important that reviewers consider new
evidence and update existing information, as appropriate, and thus ensure
that their results do not become “frozen-in-time”. In recent years, the
establishment of the Cochrane Collaboration (see Chapters 25 and 26) has
emphasised the importance of maintaining and updating reviews in this way.

As an example of the importance of updating data, an IPD review6 of
ovarian ablation versus control for breast cancer showed a significant long
term survival benefit when data from 10 trials (720 deaths among 1746
women) were combined in the early 1990s (Figure 6.1). However, if a
meta-analysis of published data had been done at that time it would have
only been able to include data from seven trials (417 deaths among 1644
women) and this would not have shown any significant difference between
ovarian ablation and control.7 The main reason for these contrasting
findings were that the statistical power of the review was increased by the
inclusion of the unpublished trials, time-to-event analyses could be
performed and, perhaps most importantly, considerably improved follow-
up information could be used for each trial.7

Time-to-event analyses

A major benefit of collecting IPD is the ability to undertake time-to-
event analyses which take account of not just whether or not an outcome
happened but, also the point in time at which it happened. The period that
an individual remains free of an adverse outcome can be of the utmost
importance. For example, in chronic diseases such as cancer where cure is
rare, we can investigate the important question not only of whether one
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treatment leads to a prolongation of survival, but also the pattern of this
prolongation.8 Other examples where IPD reviews have allowed the
investigation of how well different treatments delay adverse events include
the effects of exercise in reducing falls in the elderly9 and the maintenance
of vascular patency with anti-platelet therapy.10 Clearly, this would not be
possible if data for a fixed point in time were collected but could –
potentially – be estimated from aggregate data as discussed below. 

Estimating time-to-event outcomes from published
information

Provided that trials are sufficiently well reported or the trialist can
provide appropriate statistical information, it may be possible to estimate
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hazard ratios from a variety of statistical summary measures. These hazard
ratios, which give the overall relative chance of an event on a treatment as
compared to control or an alternative treatment, account for both
“censoring” and time-to-event. This is in contrast to odds ratios, which use
only the numbers of events, and which are the most commonly reported
outcome measure in this type of meta-analysis. Where log hazard ratios,
hazard ratios or log rank observed-minus-expected numbers of events plus
log rank variances are presented, these can be used directly in the
calculation of an overall hazard ratio. Even when these are not presented,
manipulation of the chi-square value, P value, or variance can be used to
calculate a hazard ratio indirectly.11 The particular method used will
depend on which information is presented for particular trials and different
methods can be used for different trials as appropriate. If there is not
sufficient information to obtain an estimated hazard ratio from summary
statistics, it might be possible to estimate the hazard ratio by splitting the
published survival curves into discrete time intervals, calculating an odds
ratio for each of these periods and then combining these over time.

However, even if the required data were provided for each trial and hazard
ratios could be estimated as above, IPD offers the additional advantage that
the sequence of outcomes can be analysed properly and may well lead to a
better understanding of the disease and treatments under investigation.

Effects in patient subgroups and on different outcomes

It is well known that in small trials and reviews, subgroup or multiple
outcome analyses may lead to misleading conclusions and should be
avoided. The availability of large-scale randomised evidence may be the
only situation where it is reasonable to do subgroup analyses to determine
– with appropriate caution – whether differences between treatments are
smaller or greater for particular pre-defined groups of patients (see also
Chapters 8 and 9). Any such analyses should, ideally, be regarded as
hypothesis-generating, for testing in future studies. If subgroup analyses are
to be done, they need to be as complete as possible and should involve
commonly defined subgroups and outcomes across all the trials in a review.

This will rarely be possible for reviews based solely on the published
literature since, regardless of the problems associated with not being able to
include unpublished trials, the information presented on subgroup analyses
is usually incomplete and likely to be biased if only those subgroups with
interesting results are reported. Thus for subgroup analysis to be at all
possible within the context of a review, additional data will need to be
sought from the trialists. In theory, this could be done by asking trialists to
complete tables providing separate outcome data for each of the subgroups
of interest. For example, to investigate subgroups defined by age, trialists
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might need to provide aggregate data on the survival of those patients
younger than 50 years, between 50 and 60 years and over 60 years, for both
treatment and control groups. Where a number of subgroups are explored
this might prove practically difficult for many trialists, particularly for those
with no data-management or statistical support. 

In addition, if the outcome data had also to be supplied for different
lengths of follow-up (to allow a time-to-event analysis), the necessary tables
could potentially contain more cells than the number of patients in a trial.
Further, to complete such a table, trialists would need to adopt the
centrally determined definitions for subgroups and outcomes. 

In consequence, providing IPD may actually prove simpler for trialists. It
also allows the secretariat for the analyses to prepare the necessary files for
analysis and to apply consistent subgroup and outcome definitions across
the included trials. It is worth remembering, however, that whether or not
a particular subgroup or outcome can be analysed depends on both its
initial collection in the trial (which could not be biased by the trial’s results)
and on the willingness of the trialist to supply data on that variable (which
could potentially be biased by the observed results in the trial) – a problem
that can happen with any of the data or trials in the meta-analysis.

Occasionally subgroup analyses will complement independent research
and demonstrate that treatment effects vary so much between different types
of patient that this would influence the decision about which treatment to
use. In operable breast cancer, the overview of IPD from 37 000 women in
55 trials of tamoxifen versus control showed a moderate but highly signifi-
cant benefit of tamoxifen for women who were not known to have estrogen
receptor (ER) negative disease – one extra survivor at ten years for every
twelve such women allocated five years of tamoxifen. In contrast, the benefit
was much smaller and non-significant in women reported to have estrogen
receptor negative disease (Figure 6.2).12 This is in keeping with the biolog-
ical understanding of breast cancer, since the main action of tamoxifen is
probably through its blocking of estrogen receptors. In consequence of these
findings, estrogen receptor status is increasingly recognised as an important
determinant in the decision on how to treat women with early breast cancer.

Subgroup analysis, using large scale randomised evidence, indicating
that the effect of treatment does not vary greatly between different types of
patient can also be of great practical importance. For example, a meta-
analysis of trials comparing standard chemotherapy with more intensive
combination chemotherapy regimens for the treatment of myeloma
suggested that combination chemotherapy was better for those with poor
prognosis, while standard therapy was better for good prognosis patients.13

A subsequent IPD review of this question, which collected data on twelve
baseline variables, found no evidence for a survival benefit of combination
chemotherapy either overall or in any prognostic subgroup (Figure 6.3).14
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How to obtain data that are as complete as possible

Irrespective of whether the information on the participants in the
relevant randomised trials is collected as aggregate data or IPD, data must
be collected from as many trials as possible. It is especially important to
ensure that any trials which do not contribute data are not so numerous or
unrepresentative to introduce important bias into the result of the
systematic review. The data collection process may, therefore, present the
reviewer with several difficulties. Some trialists may be reluctant to supply
their data and there will often be practical difficulties in the preparation of
data. In practical terms it is important, therefore, to stress that any data
supplied will be treated confidentially and will not be used for any
additional purpose without the permission of the responsible trialist. In
addition, any publications arising from the meta-analysis should be in the
name of all the collaborators and each trialist should have an opportunity to
comment on the manuscript before publication. The trialists should also be
the first people, other than the statistical secretariat, to see and discuss the
results. This is often achieved for IPD reviews by first presenting results at
a closed meeting of the collaborative group of the participating trialists.

If there are trialists who initially felt unable to prepare and supply their
data, some of these points may help persuade them to do so. In addition,
the process of data collection should be as simple and flexible as possible in
order to help and encourage trialists to participate. Trialists should be
allowed to supply their data in a format and manner that is agreed with
them. If a trial group has all of their data on computer, it might be relatively
easy for them to send an electronic file. However, if a particular trialist does
not store their data electronically and has only limited access to computers
it would be inappropriate to expect them to supply data in this way.
Likewise, it might be inappropriate to expect a trialist in this situation to
prepare aggregate data if this is what was being requested for the review.
This can represent an additional advantage for IPD reviews, since it might
actually be easier for some trialists to send their raw data than to prepare a
tabular version of it. The secretariat for the analyses can help to avoid the
possibility that such problems will mean that the data are not supplied at
all, by being prepared to accept data in a variety of ways and taking respon-
sibility for computerising, reformatting and recoding it as necessary.
Increasingly, though, our experience is that data are likely to be supplied
electronically (Table 6.1).

What if IPD are not available?

One potential disadvantage of attempting to do an IPD review is that it
may not always be possible to collect IPD from all relevant trials. Some
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118



trialists may be unwilling or unable to provide data on individual patients
but might perhaps be willing to supply updated aggregate data. Others
might not wish to collaborate in the project at all and will therefore not
supply any material. In some cases it might prove impossible to locate those
responsible for some of the identified trials. The approach taken within any
one review will depend on how much IPD it has been possible to collect. If
the number of trials for which IPD are not available is so small that the pro-
portion of missing data is insufficient to affect the results of the review in
any important way, it is probably not worth trying to include results from
these trials. It might be preferable to continue trying to obtain the IPD so
that they can be used in the future, and to clearly state which trials were
unavailable when the review is published. If, however, the proportion of
non-IPD material could importantly influence the conclusions of the
review then it might be necessary to try to include some data from these
trials, and the benefits of the IPD approach may be correspondingly
diminished. One way to deal with this situation would be to undertake a
sensitivity analysis comparing the results of analyses based on the IPD
alone with the results of analyses using all the data. If the results of both
analyses are broadly similar, then the reviewer and reader can be more
confident about them. If they differ markedly, then we must be cautious
about any conclusions that are drawn and additionally diligent in trying to
obtain IPD from the missing trials.

Potential disadvantages of IPD reviews

As already noted, IPD reviews may take longer and require more
resources than reviews using more conventional approaches such as those
restricted to aggregate data from published trials. They are also very
dependent on the willingness of trialists to collaborate in the project.
However, it is difficult to quantify these disadvantages or to balance them
against the advantages outlined above. Instead, any reviewers trying to
decide whether or not they should embark on an IPD review and anyone
trying to assess whether or not reviewers should have done so, needs to
keep in mind that the approach taken should be driven by the therapeutic
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Table 6.1 Ways in which individual patient data were supplied for IPD reviews of
treatments for ovarian cancer and soft tissue sarcoma.

Ovarian cancer Soft tissue sarcoma
(1994) (1997)

Data forms 29% 0%
Computer printout 36% 0%
Computer disk 33% 29%
Electronic mail 2% 71%



question that the review is trying to answer. This should determine whether
or not the particular features of IPD reviews would be a help or a hindrance
to the particular review.

Examples of how the collection of IPD can make a 
difference to the findings of a review

A number of projects comparing the results of reviews which used IPD
with the results that would have been found with reviews based only on
data abstracted from trial publications have been reported over the last few
years. These are now the subject of a systematic review,15 but some
examples are discussed below.

An IPD review of 1329 patients in 11 trials of platinum-based combina-
tion chemotherapy versus single non-platinum drugs for ovarian cancer
found little difference between the treatments. In contrast, a review of the
published data would have shown a significant survival benefit for combi-
nation chemotherapy. The main reasons for the difference were that the
IPD review was able to include unpublished data (3 more trials and more
than 500 more patients), the follow-up was improved and a time-to-event
analysis was possible.16

Similarly, the reduction of publication bias and the re-inclusion of addi-
tional women from the published trials meant that the results of a published
data review of paternal white blood cell immunization versus control for
recurrent miscarriage over-estimated what was shown by an IPD review.
Using just four trials (202 women), the published data review showed a
significant, 29% increase in live births among those allocated immuniza-
tion. The IPD review, which included a further four trials and a total of 379
women, estimated the increase to be 12% and this was non-significant.17

These examples show that IPD reviews can produce importantly
different results, generally finding lower estimates of treatment effect and
less statistically significant results. Evidence also exists to show that the
reverse can happen and this is discussed above in relation to the review of
ovarian ablation versus control for breast cancer. This review, primarily
because of prolonged follow-up, showed a significant long-term survival
benefit that would not have been apparent from a review of the published
literature.7

Conclusion

The most important first step in any systematic review is ensuring that
all, or nearly all, relevant trials are identified. Data from these trials can
then be gathered in a variety of ways. The central collection of IPD is
perhaps the most resource intensive and time-consuming of these. It will,

SYSTEMATIC REVIEWS IN HEALTH CARE

120



however, overcome many of the problems associated with a reliance on
published data only, some of the problems associated with a reliance on
aggregate data and will add to the analyses that can be performed. The
relative contribution of different aspects of the IPD approach and its
importance to the reliability of the findings of systematic reviews remains a
subject for ongoing and future research.
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7 Assessing the quality of
reports of systematic
reviews: the QUOROM
statement compared to
other tools
BEVERLEY SHEA, CATHERINE DUBÉ, 
DAVID MOHER

Summary points

• Systematic reviews within health care are conducted retrospectively
which makes them susceptible to potential sources of bias.

• In the last few years steps have been taken to develop evidence based
methods to help improve the quality of reporting of randomised trials in
the hope of reducing bias when trials are included in meta-analysis.
Similar efforts are now underway for reports of systematic reviews.

• This chapter describes the development of the QUOROM statement 
and compares it to other instruments identified through a systematic
review.

• There are many checklists and scales available to be used as evaluation
tools, but most are missing important evidence based items when
compared against the QUOROM checklist, a “gold standard”. 

• A pilot study suggests considerable room for improvement in the quality
of reports of systematic reviews, using four different instruments.

• It is hoped that journals will support the QUOROM statement in a
similar manner to the CONSORT statement.

There are approximately 17 000 new biomedical books published every
year along with 30 000 biomedical journals, with an annual increase of 7%.1

This makes it very difficult for health care professionals to keep on top of
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the most recent advances and research in their field, as they would need to
read, on average, 17 original articles each day (see also Chapter 1).2

To make this task slightly more manageable health care providers and
other decision-makers now have, among their information resources, a
form of clinical report called the systematic review. This is a review in
which bias has been reduced by the systematic identification, appraisal,
synthesis, and, if relevant, statistical aggregation of all relevant studies on a
specific topic according to a predetermined and explicit methodology.
Theoretically, such reviews can effectively summarise the accumulated
research on a topic, promote new questions on the matter and channel the
stream of clinical research towards relevant horizons. Consequently,
systematic reviews can also be important to health policy planners and
others involved in planning effective health care.

If the results of systematic reviews are to be used by health care
providers and health care consumers, it is necessary that they are as free as
possible of bias (i.e. systematic error). One way to assess the merits of a
systematic review is to assess the quality of its report. It is possible that a
scientific report may not reflect how the investigators conducted their
review but rather their ability to write comprehensively. Although the data
addressing this point are sparse, it appears that a scientific report is a
reasonable marker for how the project was conducted. In an assessment of
the quality of 63 randomised trials in breast cancer, Liberati and
colleagues3 reported that the average quality of reports was 50% (95%CI:
46 to 54 %) of the maximum score. Following these assessments, the
investigators interviewed 62 of the corresponding authors to ascertain
whether information in the manuscripts submitted to publication consid-
eration was removed prior to its publication. The authors reported that
with the additional information obtained from the interviews the quality
scores only increased, marginally, to an average score of 57%. These data
come from clinical trials. We are unaware of comparable data for
systematic reviews.

Choosing an appropriate evaluation tool for critically appraising the
report of a systematic review is as difficult as the assessment of quality of
reports of randomised trials (see Chapter 5). A systematic review4 designed
to identify and appraise instruments that assess the quality of reports of
randomised trials found twenty-five scales and nine checklists. The scales
differed considerably from one another in a variety of areas including: how
they defined quality; the scientific rigor in which they were developed; the
number of items they used; and the time required to use them. When six of
the scales were compared to one another for assessing the same randomised
trials, divergent scores and rankings were reported.

In attempting to attain consistency in the quality of reporting, the
purpose of this chapter is to identify and appraise instruments developed to
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assess the quality of reports of systematic reviews. It will also evaluate
whether different instruments assessing the same systematic review would
provide similar evidence regarding its quality.

Throughout this chapter we refer to the reporting of both systematic
reviews and meta-analyses. A systematic review may, or may not, include a
meta-analysis, a statistical analysis of the results from independent studies
(see Chapter 1 for a discussion of terminology).

A systematic review of published checklists and scales

A literature search was performed to take an inventory of published
checklists and scales. Potentially relevant articles were chosen and the tools
described were reviewed and quality assessment, across a selected few
instruments, was tested based on four randomly chosen systematic reviews.
A more detailed description of this process can be found in Box 7.1.

The QUOROM Statement
Although guidelines for reporting systematic reviews have been sug-

gested, until recently, a consensus across disciplines about how they should
be reported had not been developed. Following a recent initiative to
improve the quality of reporting of randomised controlled trials, the
CONSORT statement,5 a conference referred to as the Quality Of
Reporting Of Meta-analyses (QUOROM) was held to address these issues,
as they relate to systematic reviews of randomised trials. The QUOROM
conference participants were clinical epidemiologists, clinicians, statisti-
cians, and researchers who conduct meta-analysis as well as editors from
the UK and North America who were interested in systematic reviews. This
conference resulted in the creation of the QUOROM Statement, which
consists of a checklist (see Table 7.1) and flow diagram (see Figure 7.1).6

The checklist consists of 18 items, including 8 evidence based ones,7–20

addressing primarily the Abstract, Introduction, Methods, and Results
section of a report of a systematic review of randomised trials. This
checklist encourages authors to provide readers with information regarding
searches, selection, validity assessment, data abstraction, study characteris-
tics, quantitative data synthesis, and trial flow. The flow diagram provides
information about the progress of randomised trials throughout the review
process from the number of potentially relevant trials identified, to those
retrieved and ultimately included. Items reported in the QUOROM state-
ment that are to be included in a systematic review report were chosen
based on evidence whenever possible, which implies the need to include
items that can systematically influence estimates of treatment effects. Over
the last 18 months the QUOROM group has evaluated the impact of the
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QUOROM statement on the editorial process. Ten medical journals have
participated in a randomised trial evaluating the impact of applying the
QUOROM criteria on journal peer review. At the time of writing (January
2000) accrual had been completed.
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Box 7.1 Methodology

Literature search
• MEDLINE: January 1966–February 1999
• three independent searches with keywords: meta-analysis, review

literature, systematic or quantitative or methodological review, overview,
review, information synthesis, integrative research review, guideline,
checklist, tool, scoring, scale, clinimetric, quality, critical reading,
methodology

• PubMed “related articles” function to find others

Identification and selection
• initial screening to identify relevance
• potentially relevant articles reviewed independently by each author
• article eligible regardless of language
• article has to be scale or checklist (see Appendix 1) designed to assess

quality of systemic reviews and meta-analyses

Data extraction
• checklists and scales assessed for: (1) number of items included in tool; (2)

aspects of quality assessed; (3) whether or not article included explicit
statement regarding purpose of tool; and (4) time to completion of tool

• data extraction was completed in a group and consensus reached

Quality assessment
• compared items in each quality assessment instrument against QUOROM

statement
• three checklists and one scale were conveniently selected to compare

stability of quality assessments across instruments
• randomly selected four systematic reviews (from pool of 400 systematic

reviews) to be used for quality assessment based on four selected
instruments

• quality assessments completed as a group
• quality assessment established in two ways: (1) a quantitative estimate

based on one item from a validated scale; and (2) the proportion of items
reported (as a function of the number of items included in tool) in the
systematic review report
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QUOROM as the “gold standard”
The QUOROM statement for reporting systematic reviews was created

according to evidence and is a comprehensive set of guidelines. Several
methods were used to generate the checklist and flow diagram: a systematic
review of the reporting of systematic reviews; focus groups of the steering
committee; and a modified Delphi approach during an expert panel
consensus conference. QUOROM group members were asked to identify
items that they thought should be included in a checklist that would be
useful for investigators, editors, and peer reviewers. Items included in the
checklist were guided by research evidence suggesting that a failure to
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Potentially relevant RCTs identified and screened for retrieval (n = ...)

RCTs excluded, with reasons (n = ...)

RCTs retrieved for more detailed evaluation (n = ...)

RCTs excluded, with reasons (n = ...)

Potentially appropriate RCTs to be included in the meta-analysis (n = ...)

RCTs included in meta-analysis (n = ...)

RCTs excluded from the meta-analysis, with reasons (n = ...)

RCTs with usable information, by outcome (n = ...)

RCTs withdrawn, by outcome, with reasons (n = ...)

Figure 7.1 Progress through the stages of a meta-analysis, including selection of
potentially relevant randomised controlled trials (RCTs), included and excluded
RCTs with a statement of the reasons, RCTs with usable information, and
RCTs withdrawn by outcome with a statement of the reasons for the with-
drawal.



adhere to the particular checklist item proposed could lead to biased
results.

For example, authors are asked (under the “Methods” heading, and
“Searching” subheading) to be explicit in reporting whether they have used
any restrictions on language of publication. Approximately one third of
published systematic reviews have some language restrictions as part of the
eligibility criteria for including individual trials.11 It is not clear why, since
there is no evidence to support differences in study quality,12 and there is
evidence supporting that such action may result in a biased summary. The
role of language restrictions has been studied in 211 randomised trials
included in 18 meta-analyses in which trials published in languages other
than English were included in the quantitative summary.11 Language-
restricted meta-analyses, as compared to language-inclusive ones, over-
estimated the treatment effect by only 2%, on average. However, the
language-inclusive meta-analyses were more precise.11

The QUOROM statement was also formally pre-tested with representa-
tives of several constituencies who would use the recommendations, after
which modifications were made.

Results
The search identified 318 potentially relevant articles. After eliminating

duplicates or previously published instruments and those that were not
scales or checklists (see Appendix 1), twenty-four instruments21–44 were
included in our review; 21 checklists and three scales (see Table 7.2). All of
the instruments, except one scale (see Appendix 2),44 have been published
and can be used with all types of systematic reviews. The instruments were
developed between 1984 and 1997, indicating a fairly recent interest in this
area. The number of items in each instrument ranged from 5 to 101, with
only two checklists having more than 35 items (see Table 7.3).22–24 Fourteen
checklists and one scale included an explicit statement regarding the
purpose of their instrument. The average time required to assess the quality
of a systematic review using the checklists and scales was 12 minutes
(range: 5–30) and 12 minutes (range: 5–20), respectively (see Table 7.3).
two of the checklists took at least 30 minutes to complete.22,24

Comparison of QUOROM to other checklists and scales

Checklists
None of the other checklists included all the items recommended by

QUOROM (see Table 7.2). The majority of checklists contained items
about what the method section of a systematic review should include and
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Table 7.3 Descriptive characteristics of published and unpublished checklists and
scales used to assess the quality of systematic reviews and meta-analyses of
randomised trials.

Instrument Number Type of quality Explicit statement regarding Time to 
of items assessed the purpose of tool complete*

Checklist
Blettner 12 General Yes 15
Cook 65 General No 30
Geller 12 General Yes 20
Goldschmidt 101 General Yes 30
Greenhalgh 5 General No 5
Halvorsen 8 General No 5
L’Abbé 9† General Yes 5
Light 10 General Yes 5
Meinert 35 General Yes 15
Mullen 12 General Yes 10
Mulrow 8 General Yes 5
Neely 5† General No 10
Nony 30 General No 20
Ohlsson 26 General No 15
Oxman 11 General Yes 5
Oxman 8 General Yes 5
Pogue 20 General Yes 10
Sacks 23 General Yes 20
Smith 12 General No 5
Thacker 15 Specific Yes 15
Wilson 10 General Yes 10

Scale
Assendelft 14 Specific No 10
Auperin 27 General No 20
Oxman‡ 9 General Yes 5

* Approximate time which may vary depending on the operator.
† There are several sub categories within each of the questions.
‡ Unpublished.

generally neglected the other components of the report: only one (5%)
checklist22 included an item regarding the title and two (10%) addressed
the abstract.29,32 The Abstract items in the QUOROM checklist were the
least frequently encountered among the checklists (0–9%). Thirteen (62%)
included an item about the introduction, although we could not tell if this
criterion was met in two27,30 of the checklists.

There was considerable overlap between the content of the QUOROM
checklist and the method section of the other checklists. All but two check-
lists (90%) asked about the searching and all but one (95%) asked about
the selection criteria. Sixteen (76%) included an item on validity and
twelve (57%) asked about data abstraction. Items about data synthesis
were definitely present in 13 checklists (62%), and possibly present in three



others (see Table 7.2). However, while quantitative data synthesis was
clearly identified as a prerequisite in 13 (62%) of the checklists and may
possibly have been required in three others, only nine (43%) of them (and
possibly four others) included a question on the individual study character-
istics in the methods section.

Items concerning the results and discussion sections in the QUOROM
statement were definitely reported in 57% of the checklists, respectively,
with the exception of the “trial flow” item which was not included in any of
the checklists.

Eleven checklists (52%), and possibly four others, stressed the need for
the inclusion of a description of the primary study characteristics in the
results’ section. Again, the need for quantitative data synthesis in the results
section was mentioned in the majority of checklists, i.e. thirteen (62%), and
possibly in three others. Twelve checklists (57%), and possibly four others,
included an item about a discussion section (see Table 7.2).

Scales
Unlike the QUOROM statement none of the scales included a question

on the Title, the Introduction, or the Abstract. The Abstract items in the
QUOROM checklist were the least frequently encountered among the
scales (0%), while those concerning the methods sections are the most
frequently encountered, i.e. from 67% to 100% of the time. For example,
all three scales included items on searching, selection and validity
assessment. Data abstraction, describing the study characteristics of the
primary studies and quantitative data synthesis were included in two of the
three scales (see Table 7.2).

In the results section no scale suggested producing a trial flow diagram as
recommended by the QUOROM statement. All three scales included a
quantitative data synthesis and one,43 possibly two,44 included an item on
describing the characteristics of the primary studies. Again, all three scales
included an item about the discussion.

Assessment of quality across instruments
In order to compare the stability of quality assessments across instru-

ments we completed a small pilot study. We conveniently selected three
checklists27,29,38 and one scale,44 representing a broad spectrum. Out of the
four systematic reviews evaluated using the checklists and scales three were
paper based45–47 while the fourth one was a Cochrane review.48 All four were
published in 1992 or later (see Table 7.4). The quality of the report of each
review, based on the proportion of items reported in the review, was fairly
stable across instruments. The difference in quality scores, between the
four instruments, ranged from 26% to 34% of the maximum possible
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evaluation (see Table 7.4). The Cochrane review had the highest quality
regardless of the instrument used. When the systematic reviews were
ranked based on the quality score obtained from each instrument, it was
apparent that one of them consistently ranked highest, independently of the
instrument. The rank ranges were also stable across the different instru-
ments used, with the Cochrane review reporting the highest rank across all
four instruments (see Table 7.4).

Discussion

The literature search yielded more than two dozen instruments that have
been developed to assess various aspects of a systematic review. The scale
developed by Oxman and Guyatt (see Appendix 2)44 meets several impor-
tant criteria. Here the developers defined the construct they were interested
in investigating, measured the discriminatory power of items, and con-
ducted inter observer reliability studies, as part of the development process.
A full discussion of the process of instrument development is beyond the
scope of this chapter. It is however fair to say that investigators wishing to
develop a new instrument should, at the very least, follow published
guidelines for instrument development.49,50

Regardless of the checklist or scale used the results of this assessment
indicate that the quality of reports of systematic reviews are low and there
is considerable room for improvement. Similar data have been reported
elsewhere. A classic 1987 survey38 of 86 meta-analyses assessed each
publication on 14 items from six content areas thought to be important in
the conduct and reporting of meta-analysis of randomised trials: study
design, combinability, control of bias, statistical analysis, sensitivity
analysis, and problems of applicability. The results showed that only 24
(28%) of the 86 meta-analyses addressed all six content areas. The survey,
updated using more recently published systematic reviews, provided similar
results.51 Comparable results have been reported elsewhere.52–54

These results highlight that not only systematic reviewers, but also editors
and peer reviewers, may not fully appreciate the elements that should be
taken into account during the design, conduct, and reporting of reviews.

The exception to the low quality of reports was the quality of the
Cochrane review.48 It was found that the Cochrane review had the highest
absolute score and rank regardless of the instrument used. These results
lend further evidence suggesting that the quality of reports of Cochrane
reviews are of higher quality, in some aspects, to paper based ones. In a
review of 36 Cochrane reviews, compared to 39 paper based ones,
published in 1995, the authors found that Cochrane reviews, compared to
paper based ones, were more likely to include a description of the inclusion
and exclusion criteria (35/36 v 18/39; P < 0·001), and assess trial quality
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(35/36 v 12/39; P < 0·001).53 No Cochrane reviews had language
restrictions (0/36 v 7/39; P < 0·01) as eligibility criteria and they were more
frequently updated (18/36 v 1/39; P < 0·001).

The majority of instruments designed to assess the quality of systematic
reviews are checklists rather than scales. Among the checklists there is
considerable range in the number of items and time required for comple-
tion. The scales are somewhat more consistent in terms of the item pool
and time required for use. The instruments have been developed to assess
systematic reviews in several content areas; psychology, internal medicine,
surgery, and rehabilitation health.

We noted a wide variability between the instruments in how questions,
covering the same domain, were framed. For example, 19 (of 21) checklists
asked about searching for primary studies. However, this might have
resulted in a more focused description of the electronic search strategy used
to identify relevant studies, or the breadth, in terms of electronic, manual,
and content experts, of the search. Alternatively, there were domains, such
as publication bias, addressed by some instruments but not others.

Results reported in this chapter suggest that the items included in the
checklists and scales focus on aspects of the methodology of systematic
reviews. When compared to the QUOROM checklist the most common
items on both were in the methods section. However, many of the instru-
ments had next to no items addressing the abstract. Given that many
readers will only read the abstract, it was disappointing to see so little
attention paid to this aspect of a report. 

No instrument was found that asked authors to report on the flow of
studies through the various stages of a systematic review. Such information
provides some face validity for the reader regarding the process used by the
authors to include studies throughout the review process. Some items
included in other assessment tools are not covered within the QUOROM
checklist, but we do not believe that many evidence based criteria were
missed, given the methodology used to develop the QUOROM checklist.

If the quality of reports of systematic reviews is to improve steps must be
taken. The Cochrane Collaboration is starting to achieve this objective
through a combination of continual peer review throughout the systematic
review process and the use of strict criteria that must be included in the
process and report. Paper based journals face additional obstacles.
However, the use of evidence based criteria, such as those identified in the
QUOROM statement, may help to improve the situation. Similar efforts,
such as the CONSORT statement, have recently been made to help
improve the quality of reports of randomised trials5 and we are starting to
see the benefits of this approach.55 We hope journals which have endorsed
the CONSORT statement might do likewise with the QUOROM
statement.
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Appendix 1

Checklists provide a qualitative estimate of the overall quality of a systematic
review using itemised criteria for comparing the reviews. As such, checklists
items do not have numerical scores attached to each item. 

Scales are similar to checklists except that each item of a scale is scored
numerically and an overall quality score is generated. To be considered a
scale the construct under consideration should be a continuum with an
overall summary score.

Appendix 2

Quality of meta-analysis: Oxman and Guyatt’s index of the 
scientific quality of research overviews

The purpose of this index is to evaluate the scientific quality (i.e.
adherence to scientific principles) of research overviews (review articles)
published in the medical literature. It is not intended to measure literary
quality, importance, relevance, originality, or other attributes of overviews.

The index is for assessing overviews of primary (“original”) research on
pragmatic questions regarding causation, diagnosis, prognosis, therapy or
prevention. A research overview is a survey of research. The same
principles that apply to epidemiologic surveys apply to overviews: a
question must be clearly specified, a target population identified and
accessed, appropriate information obtained from that population in an
unbiased fashion, and conclusions derived, sometimes with the help of
formal statistical analysis, as is done in “meta-analyses”. The fundamental
difference between overviews and epidemiologic surveys is the unit of
analysis, not the scientific issues that the questions in this index address.

Since most published overviews do not include a methods section it is
difficult to answer some of the questions in the index. Base your answers,
as much as possible, on the information provided in the overview. If the
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methods that were used are reported incompletely relative to a specific
item, score that item as “partially”. Similarly, if there is no information
provided regarding what was done relative to a particular question, score it
as “can’t tell”, unless there is information in the overview to suggest either
that the criterion was or was not met.

1 Were the search methods used to find evidence (original
research) on the primary question(s) stated?

❑ yes ❑ partially ❑ no

2 Was the search for evidence reasonably comprehensive?
❑ yes ❑ can’t tell ❑ no

3 Were the criteria used for deciding which studies to include in the
overview reported?

❑ yes ❑ partially ❑ no

4 Was bias in the selection of studies avoided?
❑ yes ❑ can’t tell ❑ no

5 Were the criteria used for assessing the validity of the included
studies reported?

❑ yes ❑ partially ❑ no

6 Was the validity of all studies referred to in the text assessed
using appropriate criteria (either in selecting studies for inclusion or
in analysing the studies that are cited)?

❑ yes ❑ can’t tell ❑ no

7 Were the methods used to combine the findings of the relevant
studies (to reach a conclusion) reported?

❑ yes ❑ partially ❑ no

8 Were the findings of the relevant studies combined appropriately
relative to the primary question the overview addresses?

❑ yes ❑ can’t tell ❑ no

For question 8, if no attempt was made to combine findings, and no
statement is made regarding the inappropriateness of combining findings,
check “no”. If a summary (general) estimate is given anywhere in the
abstract, the discussion or the summary section of the paper, and it is not
reported how the estimate was derived, mark “no” even if there is a
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statement regarding the limitations of combining the findings of the studies
reviewed. If in doubt mark “can’t tell”.

9 Were the conclusions made by the author(s) supported by the
data and/or analysis reported in the overview?

❑ yes ❑ partially ❑ no

For an overview to be scored as “yes” on question 9, data (not just
citations) must be reported that supports the main conclusions regarding
the primary question(s) that the overview addresses.

10 How would you rate the scientific quality of the overview?
Extensive major minor minimal
Flaws flaws flaws flaws
❑ ❑ ❑ ❑ ❑ ❑ ❑
1 2 3 4 5 6 7

The score for question 10, the overall scientific quality, should be based
on your answers to the first nine questions. The following guidelines can be
used to assist with deriving a summary score. If the “can’t tell” option is
used one or more times on the preceding questions, a review is likely to
have minor flaws at best and it is difficult to rule out major flaws (i.e. a
score of 4 or lower). It the “no” option is used on question 2, 4, 6 or 8, the
review is likely to have major flaws (i.e. a score of 3 or less, depending on
the number and degree of the flaws).
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Part II: Investigating variability
within and between studies



8 Going beyond the grand
mean: subgroup analysis in
meta-analysis of randomised
trials
GEORGE DAVEY SMITH, MATTHIAS EGGER

Summary points

• Meta-analysis can be used to examine differences in treatment effects
across trials; however, the fact that randomised trials are included in
meta-analyses does not mean that comparisons between trials are also
randomised comparisons.

• Meta-analytic subgroup analyses, like subgroup analyses within trials,
are prone to bias and need to be interpreted with caution.

• A more reliable way of assessing differences in treatment effects is to
relate outcome to some underlying patient characteristic on a
continuous, or ordered, scale.

• The underlying level of risk is a key variable which is often related to a
given treatment effect, with patients at higher risk receiving more benefit
then low risk patients.

• Individual patient data, rather than published summary statistics, are
often required for meaningful subgroup analyses.

The ultimate purpose of a systematic review is generally considered to be
the production of an overall estimate of the intervention’s effect by
combining studies in a meta-analysis. In this chapter we examine exten-
sions of the use of meta-analysis beyond such combination of the results
from individual trials. First, we discuss the pros and cons of performing
subgroup analyses. Second, we consider the situation in which the differ-
ences in effects between individual trials are related in a graded way to an
underlying phenomenon, such as the degree of mortality risk of the trial
participants.
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Subgroup analysis

The main aim of a meta-analysis is to produce an estimate of the average
effect seen in trials comparing therapeutic strategies. The direction and
magnitude of this average effect is intended to help guide decisions about
clinical practice for a wide range of patients. The clinician is thus being
asked to treat her patients as though they were well represented by the
patients in the clinical trials included in the meta-analysis. This runs
against the concerns physicians have for using the specific characteristics of
a particular patient to tailor management accordingly.1,2 Indeed, it is
implausible to assume that the effect of a given treatment is identical across
different groups of patients – the young versus the elderly, or those with
mild versus those with severe disease, for example. It may therefore seem
reasonable to base treatment decisions upon the results of those trials
which have included participants with similar characteristics to the
particular patient under consideration, rather than on the totality of the
evidence as furnished by a meta-analysis.

Decisions based on subgroup analyses are often misleading, however.
Consider, for example, a physician in Germany being confronted by the
meta-analysis of long term beta-blockade following myocardial infarction
that we presented in Chapter 2. Whilst there is a robust beneficial effect
seen in the overall analysis, in the only large trial recruiting a substantial
proportion of German patients, the European Infarction Study (EIS),3

there was, if anything, a detrimental effect of using beta-blockers (see
Figure 2.1 in Chapter 2). Should the physician give beta-blockers to
German post-infarct patients? Common sense would suggest that being
German does not prevent a patient obtaining benefit from beta-blockade.
Thus, the best estimate of the outcome for German patients may actually
come through, essentially, discounting the trial carried out in German
patients. This may seem paradoxical; indeed the statistical expression of
this phenomenon is known as Stein’s paradox4 (see Box 8.1).

Deciding whether to be guided by overall effects or by the results for a
particular group of study participants is not just a problem created by
meta-analysis; it also applies to the interpretation of individual clinical
trials.5 Authors of trial reports often spend more time discussing the results
seen within subgroups of patients included in the trial than on the overall
results. Yet frequently the findings of these subgroup analyses fail to be
confirmed by later research. The various trials of beta-blockade after
myocardial infarction yielded several subgroup findings with apparent
clinical significance.6 Treatment was said to be beneficial in patients under
65 but harmful in older patients; or only beneficial in patients with anterior
myocardial infarction. When examined in subsequent studies, or in a
formal pooling project,7 these findings received no support.6 This is a
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Box 8.1 Stein’s paradox

Applying the findings of meta-analyses in clinical practice will often mean
that the results from a particular trial are essentially disregarded in favour of
the overall estimate of the treatment effect (see discussion of the results from
the European Infarction Study, EIS, in the main text). This assessment will
generally be based on the conjecture that the opposing outcome in one trial
represents the play of chance. Even if we observe that the effect in the patients
included in a particular trial differs from other patient groups the overall
estimate would still provide the best estimate of the effect in that patient
group. This situation can be seen in the broader context of a phenomenon
known as Stein’s paradox.4 In 1955, Charles Stein of Stanford University
showed that it is generally better to estimate a particular quantity by taking
into account the results of related surveys, instead of solely basing one’s pre-
diction on what was observed in one specific study. Conversely, conventional
statistical theory holds that no other estimation rule is uniformly better than
estimations based on the observed average. Using Stein’s method it can be
shown that the prevalence of a given disease in a particular region of a country
is, on average, estimated with higher precision if the results from studies
conducted in other parts of the country are taken into account. In other
words, the estimation is not solely based on the results from the survey in the
region of interest but on studies conducted many miles apart. This may seem
paradoxical – why should the data from Oxford influence what we believe is
true for Bristol? The central principle of Stein’s method is the “shrinking” of
the individual data points towards the grand mean, the latter being obtained
by averaging the results from all studies. Therefore, if the survey in Oxford
indicates a higher prevalence than overall in the UK, then the Oxford
estimate is reduced. Conversely, if the survey in Bristol shows a lower
prevalence, the figure for Bristol is increased. The amount by which the
observed figure is adjusted towards the grand mean, the so-called “shrinkage
factor”, will depend on the precision attached to the observed value. This
makes intuitive sense – an extreme result from a small study is more likely to
be due to chance than a similar finding from a large trial. An outlying data
point which was measured imprecisely is therefore shrunk to a greater extent
than an outlier which was measured with considerable precision. Applying
Stein’s method to the trials of beta-blockers in myocardial infarction dis-
cussed in the main text would thus lead to the EIS result, which contributes
only 6.5% of the weight in the combined analysis, being shrunk a long way
towards the overall estimate of a beneficial effect of beta-blockade. Simple
methods for “shrinking” the effects seen in particular, trials towards the
overall effect estimate have been proposed.8



general phenomenon. It can be shown that if an overall treatment effect is
statistically significant at the 5% level (P < 0·05) and the patients are
divided at random into two similarly sized groups, then there is a one in
three chance that the treatment effect will be large and statistically highly
significant in one group but irrelevant and non-significant in the other.9

Which subgroup “clearly” benefits from an intervention is thus often a
chance phenomenon, inundating the literature with contradictory findings
from subgroup analyses and wrongly inducing clinicians to withheld
treatments from some patients.2,10–12

Meta-analyses offer a sounder basis for subgroup analysis, but they are
not exempt from producing potentially misleading findings. One of the
explanations put forward for the disappointing result seen in the
beta-blocker trial in German post-infarct patients was that the agent
used, oxprenolol, had intrinsic sympathomimetic activity (ISA).13 This
seemed plausible because the beneficial effect was assumed to be entirely
mediated by blockade of the beta-1 receptor, and this interpretation was
supported by a meta-analytic subgroup analysis based on 25 trials 14,15

which showed less benefit in trials of patients treated with ISA agents
(Figure 8.1). The difference between the two classes of beta-blockers
was statistically significant (P = 0·009). However, an updated analysis
based on the 33 trials identified by Freemantle et al.16 shows a smaller
difference in the effect of ISA and non-ISA agents which is no longer
statistically significant (P = 0·16, Figure 8.1) This illustrates that, far
from aiding clinicians, post hoc subgroup analyses may confuse and
mislead. Meta-analyses that utilise individual participant data (IPD),
rather than simply the overall results of each trial, have greater power to
carry out informative subgroup analyses (see Chapter 6). In such IPD
meta-analyses subgroup analyses are performed within each trial and
therefore differences in outcome between groups can be replicated (or
fail to be replicated), allowing a more thorough assessment as to whether
differences are spurious or not. In meta-analysis based on published data
a more reliable assessment of differences in treatment effects between
groups of study participants is to relate outcome to some characteristic
(of the treatment or of the study participant) on a continuous, or
ordered, scale.17,18

Meta-regression: examining gradients in treatment
effects

The clinical trials included in a meta-analysis often differ in a way
which would be expected to modify the outcome. In trials of cholesterol
reduction the degree of cholesterol lowering attained differs markedly
between studies, and the reduction in coronary heart disease mortality is
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greater in the trials in which larger reductions in cholesterol are
achieved17,19 (see also Chapter 9). Such graded associations are not
limited to situations where greater benefits would be expected conse-
quent on greater changes in a risk factor. For example, in the case of
thrombolytic therapy after acute myocardial infarction, the greater the
delay before therapy is given, the smaller the benefit consequent on
thrombolysis.20,21 Here, the graded association is seen between the out-
come and a characteristic of the treatment which is used. The existence
of such a gradient allows for a more powerful examination of differences
in outcomes, since a statistical test for trend can be performed, rather
than the less powerful test for evidence of global heterogeneity. Other
attributes of study groups – such as age or length of follow-up – can
readily be analysed in this way. As mentioned above, and discussed in
detail in Chapter 6, such analyses will often require (or be strengthened
by) the use of individual participant data, rather than published summary
statistics.

GOING BEYOND THE GRAND MEAN

147

Figure 8.1 Total mortality from trials of beta-blockers in secondary prevention after
myocardial infarction. Meta-analysis stratified by whether or not the beta-blocker
used had intrinsic sympathomimetic activity (ISA). In 1985 a subgroup analysis
based on 25 trials14 indicated a substantial and statistically significant (P = 0·009 by
test of interaction) difference in the reduction of mortality depending on whether
ISA was present or absent. This difference was much reduced and became
statistically non-significant (P = 0·16 by test of interaction) in an updated 1999
analysis based on 33 trials.16



Risk stratification in meta-analysis

A factor which is often related to a given treatment effect is the under-
lying risk of occurrence of the event the treatment aims to prevent. It makes
intuitive sense that patients at high risk are more likely to benefit than low
risk patients. In the case of trials of cholesterol lowering, for example, the
patient groups have ranged from heart attack survivors with gross hyper-
cholesterolaemia, to groups of healthy asymptomatic individuals with
moderately elevated cholesterol levels. The coronary heart disease death
rates of the former group have been up to 100 times higher than the death
rates of the latter groups. The outcome of treatment in terms of all-cause
mortality has been more favourable in the trials recruiting participants at
high risk than in the trials involving relatively low-risk individuals.17 There
are two factors contributing to this. First, among the high-risk participants,
the great majority of deaths will be from coronary heart disease, the risk of
which is reduced by cholesterol reduction. A 30% reduction in coronary
heart disease (CHD) mortality therefore translates into a near-equivalent
reduction in total mortality. In the low-risk participants, on the other hand,
a much smaller proportion – around 40% – of deaths will be from CHD. In
this case a 30% reduction in CHD mortality would translate into a much
smaller – around 10% – reduction in all-cause mortality. Secondly, if there
is any detrimental effect of treatment, it may easily outweigh the benefits of
cholesterol reduction in the low-risk group, whereas in high-risk patients
among whom a substantial benefit is achieved from cholesterol reduction,
this will not be the case. In a recent meta-analysis of cholesterol lowering
trials this situation was evident for trials using fibrates but not for trials in
which other drugs were used.22

A similar association between level of risk and benefit obtained can be
seen in meta-analyses carried out for other types of medical treatment.23

Thus, the use of antiplatelet agents such as aspirin after an acute myo-
cardial infarction produces a 23% reduction in all-cause mortality, whereas
in the primary prevention setting there is only a (non-significant) 5%
reduction in mortality.24 This may reflect a small increase in the risk of
haemorrhagic stroke consequent on the use of antiplatelet agents which
counterbalances the beneficial effects among low-risk individuals, but not
among those at higher risk. In the case of the treatment of human immuno-
deficiency virus (HIV) infection with zidovudine, a large reduction in
relative risk of death was seen in the single study which has been reported
among patients with AIDS.25 However, in a meta-analysis of seven trials it
was seen that use of zidovudine early in the course of HIV-infection was not
associated with any long-term survival benefit26 (Figure 8.2). In situations
where outcomes are very different in groups at different levels of risk, it is
inappropriate to perform a meta-analysis in which an overall estimate of the
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effect of treatment is calculated. In the case of the zidovudine trials, for
example, an overall effect estimate from all the eight trials (odds ratio 0·96,
95% confidence interval [CI] 0·75 to 1·22) is very different from that seen
in the only trial among patients with AIDS (odds ratio 0·04, 95% CI 0·01
to 0·33). If there had been more trials among patients with AIDS the over-
all effect would appear highly beneficial. Conversely, if there had been
more large trials among asymptomatic patients the confidence intervals
around the overall effect estimate would exclude any useful benefit, which
would be misleading if applied to patients with AIDS.

Problems in risk stratification

When there have been many trials conducted in a particular field, it is
possible to perform risk stratification at the level of individual trials. This
was carried out in the case of cholesterol lowering,17 using the CHD
mortality rate in the control arm of the trials as the stratification variable.
This stratification is of clinical use, since this is the risk of CHD death of
patients without treatment, i.e. the risk level which the clinician would
want to use for deciding whether or not patients will benefit from thera-
peutic cholesterol lowering. The analysis can also be performed using
control group CHD mortality risk as a continuous variable, through the
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Figure 8.2 Meta-analysis of mortality results of trials of zidovudine in asymptomatic
or early symptomatic HIV infection. The results are in stark contrast to the
beneficial effect seen in the only trial in high risk patients (AZT Collaborative
Working Group). From Egger et al. 26



examination of the interaction between treatment effect and risk in a logis-
tic regression analysis. A significant statistical test for interaction suggests
that there is a real difference in outcome at different levels of risk.

The use of control group mortality rates as a stratification variable does
introduce a potential bias into the analysis, since control group CHD
mortality is included in the calculation of the effect estimate from each
trial.17,27–29 Thus, if through chance variation the CHD death rate in the
control group happens to be low, apparently unfavourable effects of the
treatment on mortality would be likely, since mortality in the treatment
group would apparently be increased. This would itself produce an
association between the outcome measure and the level of risk in the control
group, with greater benefit (and fewer disbenefits) being seen in those trials
in which the play of chance led to a high control group mortality. For
example, in a recent meta-regression analysis Hoes et al.30 examined whether
in middle-aged patients with mild-to-moderate hypertension the benefit
from drug treatment depends on the underlying risk of death. The scatter
plot advocated by L’Abbé et al.31,32 of event rates in the treated group against
control group rates was used (Figure 8.3(a)). This plot is useful for exam-
ining the degree of heterogeneity between trials and to identify outliers (see
also Chapter 16). If the treatment is beneficial, trials will fall to the right of
the line of identity (the no effect line). A set of trials estimating the same
reduction in risk will scatter around a line which goes through the origin at
0 and deviates from the diagonal no-effect line. The further the line is from
the diagonal line of no effect, the stronger is the treatment effect.

Hoes et al. then computed a linear regression model describing mortality
in the treated groups as a function of control group rates.30 Because the
number of deaths and person-years of follow-up varied widely between
studies, the analysis was weighted by the inverse of the variance of the rate
ratio. The resulting regression line intersects with the null-effect line at a
control group rate of 6 per 1000 person-years (Figure 8.3(a)). This was
interpreted as indicating “that drug treatment for mild-to-moderate
hypertension has no effect on, or may even increase, all-cause mortality in
middle-aged patients”.30 In other words, anti-hypertensive treatment was
considered to be beneficial only in patients at relatively high risk of death.
This interpretation, however, is misleading because it ignores the influence
of random fluctuations on the slope of the regression line.27 If, owing to the
play of chance, the control group rate in a trial happens to be particularly
low, then the corresponding treatment group rate will, on average, appear
to be high. Conversely, if mortality among controls is, by chance, high, then
the corresponding rate in the treatment group will appear low. The effect of
random error will thus rotate the regression line around a pivot, making it
cross the line of identity on the right-hand side of the origin.

This phenomenon, a manifestation of regression to the mean,28 can be
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Figure 8.3 All cause mortality rates (per 1000 person-years) in the intervention and
control groups of clinical trials in mild-to-moderate hypertension. The dotted line
represents the no effect line with identical mortality in both groups.
(a) The solid line represents the weighted regression line which intersects the no effect
line at a control group mortality risk of 6 per 1000 person-years. From Hoes et al.30

(b) A computer simulation based on the same trials. Line A assumes a constant
relative risk reduction of 10%. Line B corresponds to Line A after random error was
added to the mortality rates. It also intersects the no effect line at a control group
mortality rate of around of 6 per 1000 person-years.

(b)

(a)



illustrated in computer simulations. Using the same control group rates
and assuming a constant relative reduction of all-cause mortality of 10% in
treated groups (relative risk 0·9), we considered the situation both
assuming no random fluctuations in rates and allowing random error
(Figure 8.3(b)).27 When adding random error (by sampling 1000 times
from the corresponding Poisson distribution) the regression line rotated
and crossed the no effect line. Indeed, the intersection is at almost the same
point as that found in the earlier meta-analysis, namely at a control group
mortality rate of approximately 6 per 1000 person-years. It is thus quite
possible that what was interpreted as reflecting detrimental effects of anti-
hypertensive treatment30 was in fact produced by random variation in event
rates.

When there is a very wide range of death rates in the control groups or
when trials are large, the chance fluctuations which produce spurious
associations in the weighted regression of effect size against control group
risk will be less important. Alternatively, the analysis can be performed
using the combined overall death rate in the control and the treatment arms
of the trials as the risk indicator.17 This will generally, but not always, lead
to bias in the opposite direction, diluting any real association between level
of risk and treatment effect.28

Use of event rates from either the control group or overall trial partici-
pants as the stratifying variable when relating treatment effect to level of
risk is thus problematic.27,28 Although more complex statistical methods
have been developed which are less susceptible to these biases (see Chapter
10) it is preferable if indicators of risk which are not based on outcome
measures are used. In the case of the effect of angiotensin-converting
enzyme (ACE) inhibitors on mortality in patients with heart failure use of
control group or overall treatment and control group risk demonstrated
greater relative and absolute benefit in trials recruiting higher risk partici-
pants.23,33 In a meta-analysis data were available on treatment effects
according to clinical indicators.34 In patients with an ejection fraction at
entry equal to or below 0·25, 29% died during the trials, as opposed to 17%
of patients with an ejection fraction above 0·25. In the former, higher risk,
group there was a substantial reduction in mortality (odds ratio 0·69, 95%
CI 0·57 to 0·85) whereas little effect on mortality was seen in the latter,
lower risk, group (odds ratio 0·98, 95% CI 0·79 to 1·23). A similar
difference was seen if the combination of mortality or hospitalisation for
congestive heart failure was used as the outcome measure.

Use of risk indicators in meta-analysis

In several fields risk indicators which do not rely on control group out-
comes have been investigated as predictors of outcomes in meta-analyses.
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For example an individual participant data meta-analysis of randomised
controlled trials of coronary artery bypass grafting (CABG) versus standard
medical care demonstrated an overall significant reduction in mortality at
5, 7 and 10 years (for example, at 5 years 10·2% versus 15·8%, P =
0·0001).35 A modification of the Veterans Administration risk score 36

which is based on the presence of class III/IV angina, ST depression at rest,
history of hypertension, and history of myocardial infarction was used in
the analyses. This risk score predicts the probability of coronary events
occurring in untreated individuals. A clear relation of benefit with the level
of risk was evident. As shown in Figure 8.4, no benefit was evident in the
lowest risk tertile, which was characterised by a relatively low 5-year
mortality of 5·5%. Conversely, a clearly beneficial effect was present for
groups of patients at higher risk of death. These findings suggest that
targeting treatment at high-risk individuals would produce considerable
benefits while extension of treatment to lower risk groups would be
expensive – given the much larger number of lower-risk patients – and
produce little or no benefit.
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Figure 8.4 Individual participant data meta-analysis of seven randomised trials
comparing a strategy of initial coronary artery bypass graft (CABG) surgery with a
strategy of initial medical therapy in coronary heart disease. Differences in survival
time at ten years are shown by Veterans Administration clinical risk score.36



Confounding

The fact that randomised controlled trials are included in meta-analyses
does not mean that comparisons being made between trials are randomised
comparisons. When relating outcomes to characteristics of the trial partici-
pants, or to differences in treatments used in the separate trials, or to the
situations in which treatments were given, the associations seen are subject
to the potential biases of observational studies. Confounding could exist
between one trial characteristic – say drug trials versus diet trials in the case
of cholesterol lowering – and another characteristic, such as level of risk of
the participants in the trial. In many cases there are simply too few trials, or
differences in the average characteristics of participants in the trials are too
small, to be able to perform a stratified analysis at the level of the individual
trial. It may be possible to consider strata within the trials (e.g. male versus
female, or those with or without existing disease), to increase the number
of observations to be included in the regression analysis. Increasing the
number of data points in this way is of little help if there are strong
associations between the factors under consideration. For example, in a
meta-regression analysis of total mortality outcomes of cholesterol lowering
trials various factors appear to influence the outcome – greater cholesterol
reduction leads to greater benefit; trials including participants at a higher
level of CHD risk show larger mortality reductions and the fibrate drugs
lead to less benefit than other interventions.19,22 These findings are difficult
to interpret, however, since the variables included are strongly related:
fibrates tend to have been used in trials recruiting lower risk participants and
they lower cholesterol much less than statins. In this situation all the
problems of performing multivariable analyses with correlated covariates
are introduced.37,38

In conclusion, attempting to utilise a meta-analysis to produce more
than a simple overall effect estimate is tempting, but needs to be treated
cautiously, for the reasons detailed above. The use of individual partici-
pant data provides greater power for determining whether differences in
effect estimates are real or spurious (see Chapter 6). Finally, one of the
more useful extensions of meta-analysis beyond the grand mean relates
to the examination of publication and other biases, which is discussed in
detail in Chapter 11.
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9 Why and how sources of
heterogeneity should be
investigated
SIMON G THOMPSON

Summary points

• Clinical heterogeneity across the studies included in a meta-analysis is
likely to lead to some degree of statistical heterogeneity in their results.

• Investigating potential sources of heterogeneity is an important compo-
nent of carrying out a meta-analysis.

• Appropriate statistical methods for trial characteristics involve weighted
regression and should allow for residual heterogeneity.

• Individual patient data give the greatest scope for useful analyses of
heterogeneity.

• Caution is required in interpreting results, especially when analyses have
been inspired by looking at the available data.

• Careful investigations of heterogeneity in meta-analysis should increase
the scientific and clinical relevance of their results.

The purpose of a meta-analysis of a set of clinical trials is rather different
from the specific aims of an individual trial. For example a particular
clinical trial investigating the effect of serum cholesterol reduction on the
risk of ischaemic heart disease tests a single treatment regimen, given for a
specified duration to participants fulfilling certain eligibility criteria, using a
particular definition of outcome measures. The purpose of a meta-analysis
of cholesterol lowering trials is broader – that is, to estimate the extent to
which serum cholesterol reduction, achieved by a variety of means,
generally influences the risk of ischaemic heart disease. A meta-analysis also
attempts to gain greater objectivity, applicability and precision by including
all the available evidence from randomised trials that pertain to the issue.1

Because of the broader aims of a meta-analysis, the trials included usually
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encompass a substantial variety of specific treatment regimens, types of
patients, and outcomes. In this chapter, it is argued that the influence of
these clinical differences between trials, or clinical heterogeneity, on the
overall results needs to be explored carefully. 

The chapter starts by clarifying the relation between clinical hetero-
geneity and statistical heterogeneity. Examples follow of meta-analyses of
observational epidemiological studies of serum cholesterol concentration,
and clinical trials of its reduction, in which exploration of heterogeneity was
important in the overall conclusions reached. The statistical methods
appropriate for investigating sources of heterogeneity are then described in
more detail. The dangers of post hoc exploration of results and consequent
over-interpretation are addressed at the end of the chapter.

Clinical and statistical heterogeneity

To make the concepts clear, it is useful to focus on a meta-analysis where
heterogeneity posed a problem in interpretation. Figure 9.1 shows the

Figure 9.1 Forest plot of odds ratios of death (and 95% confidence intervals) from
19 trials of sclerotherapy. Odds ratios less than unity represent beneficial effects of
sclerotherapy. Trials identified by principal author, referenced by Pagliaro et al.2



results of 19 randomised trials investigating the use of endoscopic
sclerotherapy for reducing mortality in the primary treatment of cirrhotic
patients with oesophageal varices.2 The results of each trial are shown as
odds ratios and 95% confidence intervals, with odds ratios less than unity
representing a beneficial effect of sclerotherapy. The trials differed
considerably in patient selection, baseline disease severity, endoscopic
technique, management of intermediate outcomes such as variceal
bleeding, and duration of follow-up.2 So in this meta-analysis, as in many,
there is extensive clinical heterogeneity. There were also methodological
differences in the mechanism of randomisation, the extent of withdrawals,
and the handling of losses to follow-up.

It would not be surprising, therefore, to find that the results of these trials
were to some degree incompatible with one another. Such incompatibility
in quantitative results is termed statistical heterogeneity. It may be caused
by known clinical or methodological differences between trials, or may be
related to unknown or unrecorded trial characteristics. In assessing the
direct evidence of statistical heterogeneity, the imprecision in the estimate
of the odds ratio from each trial, as expressed by the confidence intervals in
Figure 9.1, has to be taken into account. The statistical question is then
whether there is greater variation between the results of the trials than is
compatible with the play of chance. As might be surmised from inspection
of Figure 9.1, the statistical test (test of homogeneity, see Chapter 15)
yielded a highly significant result (χ2

18 = 43, P < 0·001).
In the example of the sclerotherapy trials, the evidence for statistical

heterogeneity is substantial. In many meta-analyses, however, such
statistical evidence is lacking and the test of homogeneity is non-significant.
Yet this cannot be interpreted as evidence of homogeneity (that is, total
consistency) of the results of all the trials included. This is not only because
a non-significant test can never be interpreted as direct evidence in favour
of the null hypothesis of homogeneity,3 but in particular because tests of
homogeneity have low power and may fail to detect as statistically signifi-
cant even a moderate degree of genuine heterogeneity.4,5

We might be somewhat happier to ignore the problems of clinical
heterogeneity in the interpretation of the results if direct evidence of
statistical heterogeneity is lacking, and more inclined to try to understand
the reasons for any heterogeneity for which the evidence is more convinc-
ing. However, the extent of statistical heterogeneity, which can be
quantified,6 is more important than the evidence of its existence. Indeed it
is reasonable to argue that testing for heterogeneity is largely irrelevant,
because the studies in any meta-analysis will necessarily be clinically
heterogeneous.7 The guiding principle should be to investigate the
influences of the specific clinical differences between studies rather than
rely on an overall statistical test for heterogeneity. This focuses attention on
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particular contrasts among the trials included, which will be more likely to
detect genuine differences – and more relevant to the overall conclusions.
For example, in the sclerotherapy trials, the underlying disease severity was
identified as being potentially related to the benefits of sclerotherapy
observed (see also Chapter 10).2

The quantitative summary of the results, for example in terms of an
overall odds ratio and 95% confidence interval, is generally considered the
most important conclusion from a meta-analysis. For the sclerotherapy
trials, the overall odds ratio for death was given as 0·76 with 95% confi-
dence interval 0·61 to 0·94,2 calculated under the “fixed effect” assumption
of homogeneity.5 A naive interpretation of this would be that sclerotherapy
convincingly decreased the risk of death with an odds reduction of around
25%. However, what are the implications of clinical and statistical hetero-
geneity in the interpretation of this result? Given the clinical heterogeneity,
we do not know to which endoscopic technique, to which selection of
patients, or in conjunction with what ancillary clinical management such a
conclusion is supposed to refer. It is some sort of “average” statement that
is not easy to interpret quantitatively in relation to the benefits that might
accrue from the use of a specific clinical protocol. In this particular case the
evidence for statistical heterogeneity is also overwhelming and this intro-
duces even more doubt about the interpretation of any single overall
estimate of effect. Even if we accept that some sort of average or typical8

effect is being estimated, the confidence interval given is too narrow in
terms of extrapolating the results to future trials or patients, since the extra
variability between the results of the different trials is ignored.5

The answer to such problems is that meta-analyses should incorporate a
careful investigation of potential sources of heterogeneity. Meta-analysis
can go further than simply producing a single estimate of effect.9 For
example, in a meta-analysis of trials of thrombolysis in the acute phase of
myocardial infarction, the survival benefit has been shown to be greater
when there is less delay between onset of symptoms and treatment.10

Quantifying this relation is important in drawing up policy recommenda-
tions for the use of thrombolysis in routine clinical practice. More
generally, the benefits of trying to understand why differences in treatment
effects occur across trials often outweigh the potential disadvantages.11

The same is true for differences in exposure-disease associations across
epidemiological studies.12 Such analyses, often called meta-regressions,13

can in principle be extended, for example in a meta-analysis of clinical
trials, to investigate how a number of trial or patient characteristics act
together to influence treatment effects (see also Chapters 8, 10 and 11 for
more discussion of the use of regression models in meta-analysis). Two
examples of the benefits of applying such an approach in published meta-
analyses follow.
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Serum cholesterol concentration and risk of ischaemic
heart disease

An extreme example of heterogeneity was evident in a 1994 review14 of
the 10 largest prospective cohort studies of serum cholesterol concentration
and the risk of ischaemic heart disease in men, which included data on
19 000 myocardial infarctions or deaths from ischaemic heart disease. The
purpose was to summarise the magnitude of the relation between serum
cholesterol and risk of ischaemic heart disease in order to estimate the long
term benefit that might be expected to accrue from reduction in serum
cholesterol concentrations. 

The results from the 10 prospective studies are shown in Figure 9.2.
These are expressed as proportionate reductions in risk associated with a
reduction in serum cholesterol of 0·6 mmol/l (about 10% of average levels
in Western countries), having been derived from the apparently log-linear
associations of risk of ischaemic heart disease with serum cholesterol
concentration in individual studies. They also take into account the under-
estimation that results from the fact that a single measurement of serum
cholesterol is an imprecise estimate of long term level, sometimes termed

Figure 9.2 Percentage reduction in risk of ischaemic heart disease (and 95%
confidence intervals) associated with 0·6 mmol/l serum cholesterol reduction in 10
prospective studies of men. Studies referenced by Law et al.14
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regression dilution bias.15 Although all of the 10 studies showed that
cholesterol reduction was associated with a reduction in the risk of
ischaemic heart disease, they differed substantially in the estimated magni-
tude of this effect. This is clear from Figure 9.2, and the extreme value that
is obtained from an overall test of homogeneity (χ2

9 = 127, P � 0·001). This
shows that simply combining the results of these studies into one overall
estimate is misleading; an understanding of the reasons for the
heterogeneity is necessary.

The most obvious cause of the heterogeneity relates to the ages of the
participants, or more particularly the average age of experiencing coronary
events during follow-up, since it is well known that the relative risk
association of ischaemic heart disease with a given serum cholesterol
increment declines with advancing age.16,17 The data from the 10 studies
were therefore divided, as far as was possible from published and unpub-
lished information, into groups according to age at entry.14 This yielded 26
substudies, the results of which are plotted against the average age of
experiencing a coronary event in Figure 9.3. The percentage reduction in
risk of ischaemic heart disease clearly decreases markedly with age. This
relation can be summarised using a quadratic regression of log relative risk

Figure 9.3 Percentage reduction in risk of ischaemic heart disease (and 95% confi-
dence intervals) associated with 0·6 mmol/l serum cholesterol reduction, according
to average age of experiencing a coronary event.



reduction on age, appropriately weighted to take account of the different
precisions of each estimate. It was concluded that a decrease in cholesterol
concentration of 0.6 mmol/l was associated with a decrease in risk of
ischaemic heart disease of 54% at age 40, 39% at age 50, 27% at age 60,
20% at age 70, and 19% at age 80. In fact, there remains considerable
evidence of heterogeneity in Figure 9.3 even from this summary of results
(χ2

23 = 45, P = 0·005), but it is far less extreme than the original hetero-
geneity evident before considering age (Figure 9.2).

The effect on the conclusions brought about by considering age are
crucial, for example in considering the impact of cholesterol reduction in
the population. The proportionate reductions in the risk of ischaemic heart
disease associated with reduction in serum cholesterol are strongly age-
related. The large proportionate reductions in early middle age cannot be
extrapolated to old ages, at which more modest proportionate reductions
are evident. In meta-analyses of observational epidemiological studies, such
investigation of sources of heterogeneity may often be a principal rather
than subsidiary aim.18 Systematic reviews of observational studies are
discussed in detail in Chapters 12–14.

Serum cholesterol reduction and risk of ischaemic
heart disease

The randomised controlled trials of serum cholesterol reduction have
been the subject of a number of meta-analyses14,19,20 and much controversy.
In conjunction with the review of the 10 prospective studies just described,
the results of 28 randomised trials available in 1994 were summarised;14

this omits the results of trials of serum cholesterol reduction, notably those
using statins, that have become available more recently. The aim was to
quantify the effect of serum cholesterol reduction on the risk of ischaemic
heart disease in the short term, the trials having an average duration of
about five years. There was considerable clinical heterogeneity between the
trials in the interventions tested (different drugs, different diets, and in one
case surgical intervention using partial ileal bypass grafting), in the duration
of the trials (0·3–10 years), in the average extent of serum cholesterol
reduction achieved (0·3–1·5 mmol/l), and in the selection criteria for the
patients such as pre-existing disease (for example, primary or secondary
prevention trials) and level of serum cholesterol concentration at entry. As
before it would seem likely that these substantial clinical differences would
lead to some heterogeneity in the observed results.

Forest plots such as in Figure 9.1, are not very useful for investigating
heterogeneity. A better diagram for this purpose was proposed by
Galbraith,21 and is shown for the cholesterol lowering trials in Figure 9.4.
For each trial the ratio of the log odds ratio of ischaemic heart disease to its
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standard error (the z-statistic) is plotted against the reciprocal of the
standard error. Hence the least precise results from small trials appear
towards the left of the figure and results from the largest trials towards the
right. An overall log odds ratio is represented by the slope of the solid line
in the figure; this is an unweighted regression line constrained to pass
through the origin. The dotted lines are positioned two units above and
below the solid line and delimit an area within which, in the absence of
statistical heterogeneity, the great majority (that is, about 95%) of the trial
results would be expected to lie. It is thus interesting to note the character-
istics of those trials which lie near or outside these dotted lines. For example,
in Figure 9.4, there are two dietary trials that lie above the upper line and
showed apparently adverse effects of serum cholesterol reduction on the risk
of ischaemic heart disease. One of these trials achieved only a very small
cholesterol reduction while the other had a particularly short duration.22

Conversely the surgical trial, below the bottom dotted line and showing a
large reduction in the risk of ischaemic heart disease, was both the longest
trial and the one that achieved the greatest cholesterol reduction.22 These
observations add weight to the need to investigate heterogeneity of results
according to extent and duration of cholesterol reduction.

Figure 9.4 Galbraith plot of odds ratios of ischaemic heart disease in 28 trials of
serum cholesterol reduction (see text for explanation). Two trials were omitted
because of no events in one group.
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Figure 9.5 shows the results according to average extent of cholesterol
reduction achieved. There is very strong evidence (P = 0·002) that the
proportionate reduction in the risk of ischaemic heart disease increases with
the extent of average cholesterol reduction; the appropriate methods for
this analysis are explained in the next section. A suitable summary of the
trial results, represented by the sloping line in Figure 9.5, is that the risk of
ischaemic heart disease is reduced by an estimated 18% (95% confidence
interval 13 to 22%) for each 0.6 mmol/l reduction in serum cholesterol
concentration.22 Obtaining data subdivided by time since randomisation14

to investigate the effect of duration was also informative (Figure 9.6).
Whereas the reduction in the risk of ischaemic heart disease in the first two
years was rather limited, the reductions thereafter were around 25% per 0·6
mmol/l reduction. After extent and duration of cholesterol reduction were
allowed for in this way, the evidence for further heterogeneity of the results
from the different trials was limited (P = 0·11). In particular there was no
evidence of further differences in the results between the drug and the
dietary trials, or between the primary prevention and the secondary pre-
vention trials.14,22

This investigation of heterogeneity was again crucial to the conclusions

Figure 9.5 Odds ratios of ischaemic heart disease (and 95% confidence intervals)
according to the average extent of serum cholesterol reduction achieved in each of
28 trials. Overall summary of results indicated by sloping line. Results of the nine
smallest trials have been combined.
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reached. The analysis quantified how the percentage reduction in the risk
of ischaemic heart disease depends both on the extent and the duration of
cholesterol reduction. Meta-analyses ignoring these factors may well be
misleading. It also seems that these factors are more important determi-
nants of the proportionate reduction in ischaemic heart disease than the
mode of intervention or the underlying risk of the patient.

Statistical methods for investigating sources of
heterogeneity

How should analyses such as those described above be carried out? To
simplify terminology we consider treatment effects in trials, but the same
methods are appropriate for investigating heterogeneity of effects in obser-
vational epidemiological studies. We focus on meta-regression, where the
aim is to investigate whether a particular covariate or characteristic, with a
value defined for each trial in the meta-analysis, is related to the extent of
treatment benefit. Figures 9.3 and 9.5 in the meta-analyses discussed above
are examples of such analyses. The statistical methods described below are
discussed in more detail elsewhere,23 and can be extended to consider
simultaneously the effects of more than one covariate (see also Chapter 11).

The simplest form of analysis assumes that the observed treatment
effects in each trial, say log odds ratios, are normally distributed. In the
same way that calculating a single overall summary of effect in a meta-

Figure 9.6 Odds ratios of ischaemic heart disease (and 95% confidence intervals)
per 0·6 mmol/l serum cholesterol reduction in 28 trials, according to the duration of
cholesterol lowering.



analysis takes into account the precision of the estimate in each study,24 an
analysis of a particular covariate as a source of heterogeneity in meta-
analysis should be based on weighted regression. The weight that applies to
each study is equal to the inverse of the variance of the estimate for that
study. This variance has two components: the within-trial variance and the
between-trial variance. For example, in the case of log odds ratios, the
within-trial variance is simply estimated as the sum of the reciprocal cell
counts in the 2 × 2 table25 (see Chapter 15). The between-trial variance
represents the residual heterogeneity in treatment effects, that is the
variability between trial results which is not explained by the covariate.
Analyses which assume that the between-trial variance is zero, where
weighting is therefore simply according to the within-trial variance, corre-
spond to a “fixed effect” analysis. In general, it is an unwarranted assump-
tion that all the heterogeneity is explained by the covariate, and the
between-trial variance should be included as well, corresponding to a
“random effects” analysis26 (see Chapter 15). The same arguments apply
here as when estimating a single overall treatment effect, ignoring sources
of heterogeneity.24

To be explicit, consider the analysis presented in Figure 9.5. Here there
are 28 trials, which we index by i = 1...28. For the ith trial, we denote the
observed log odds ratio of ischaemic heart disease by yi, its estimated within-
trial variance by vi, and the extent of serum cholesterol reduction in mmol/l
by xi. The linear regression of log odds ratios on extent of cholesterol reduc-
tion can be expressed as yi = α + βxi; here we are not forcing the regression
through the origin as in Figure 9.5, and α represents the intercept of the
regression line. The purpose of the analysis is to provide estimates of α and
β, together with their standard errors. An additional point of interest is the
extent to which the heterogeneity between results is reduced by including
the covariate. The weights for the regression are equal to 1/(vi + τ2), where
τ2 is the residual heterogeneity variance. There are a number of ways of
estimating τ2, amongst which a restricted maximum likelihood estimate is
generally recommended.23 Programs to carry out such weighted regression
analyses are available in the statistical package STATA27 (see Chapter 18).
Note that these analyses are not the same as usual weighted regression where
weights are inversely proportional (rather than equal) to the variances.

Table 9.1 presents results from two weighted regressions, the first
assuming that there is no residual heterogeneity (τ2 = 0) and the second
allowing the extent of residual heterogeneity to be estimated. The first
analysis provides no evidence that the intercept α is non-zero, and con-
vincing evidence that the slope β is negative (as in Figure 9.5). However the
estimate of τ2 in the second analysis is positive, indicating at least some
residual heterogeneity. In fact, about 85% of the heterogeneity variance of
results in a simple meta-analysis is explained by considering the extent of
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cholesterol reduction as a covariate.23 The standard errors of the estimates
of α and β are quite markedly increased in this second analysis, even though
the estimate of τ2 is small. This exemplifies the point that it is important to
allow for residual heterogeneity, otherwise the precision of estimated
regression coefficients may be misleadingly overstated and sources of
heterogeneity mistakenly claimed. Indeed in examples where the residual
heterogeneity is substantial, the effects of making allowance for it will be
much more marked than in Table 9.1.

Intuitive interpretation of the estimate of τ2 is not straightforward.
However, consider the predicted odds ratio of ischaemic heart disease if
serum cholesterol were reduced, for example, by 1 mmol/l, that is exp
(0·135 – 0·492) = 0·70. Given the heterogeneity between studies expressed
by τ2, and for a 1 mmol/l cholesterol reduction, the 95% range of true odds
ratios for different studies is estimated as exp (0·135 – 0·492 ± 2 × √0·005),
that is 0·61–0·81. The estimated value of τ, √0·005 = 0·07 or 7%, can thus
be interpreted approximately as the coefficient of variation on the overall
odds ratio caused by heterogeneity between studies. This coefficient of
variation would apply to the predicted odds ratio for any given reduction in
serum cholesterol.

The assumption that estimated log odds ratios can be considered
normally distributed and that the variances vi are known may be inadequate
for small trials or when the number of events is small. It is possible to frame
the analyses presented above as logistic regressions for binary outcome data
to overcome these problems.23 The results assuming no residual hetero-
geneity were almost identical to the weighted regression results; the
estimates from the second analysis were slightly different because a larger
estimate of τ2 was obtained (Table 9.1). Another extension to the analysis,

Table 9.1 Estimates of the linear regression relationship between log odds ratio of
ischaemic heart disease and extent of serum cholesterol reduction (mmol/l) in 28
randomised trials, obtained by different methods (from Thompson and Sharp23).

Method Residual Estimates (SEs) Residual 
heterogeneity heterogeneity 

variance (τ2)

Intercept (α) Slope (β)
Weighted regression:

None 0·121 (0·097) –0·475 (0·138) 0
Additivea 0·135 (0·112) –0·492 (0·153) 0·005

Logistic regression:
None 0·121 (0·097) –0·476 (0·137) 0
Additiveb 0·148 (0·126) –0·509 (0·167) 0·011

a Estimated using restricted maximum likelihood.
b Estimated using a random effects logistic regression with second order predictive quasi-
likelihood28 in the software MLwiN29.



which is appropriate in principle, is to allow for the imprecision in
estimating τ2. This can be achieved in a fully Bayesian analysis, but again
results for the cholesterol trials were similar.23 In general, the use of logistic
regression or fully Bayesian analyses, rather than weighted regression, will
probably make very little difference to the results. Only when all the trials
are small (when the normality assumption will fail, and the results will not
be dominated by other larger trials) or the number of trials is limited (when
τ2 is particularly imprecise) might different results be anticipated. Indeed
one advantage of the weighted regression approach is that it can easily be
used for treatment effects on scales other than log odds ratios, such as log
relative risks or absolute risk differences, which are more interpretable for
clinical practice.30

The relationship between underlying risk and
treatment benefit

It is reasonable to ask whether the extent of treatment benefit relates to
the underlying risk of the patients in the different trials included in a meta-
analysis.31,32 Underlying risk is a convenient summary of a number of
characteristics which may be measurable risk factors but for which individ-
ual patient data are not available from some or all of the trials. Here it is
atural to plot the treatment effect in each trial against the risk of events
observed in the control group. Returning to the sclerotherapy meta-
analysis introduced at the beginning of the chapter (Figure 9.1), such a plot
is shown in Figure 9.7. Each trial is represented by a circle, the area of which
represents the trial precision, so trials which contribute more information
are represented by larger circles. A weighted regression line, according to
the methods of the previous section, is superimposed and gives strong
evidence of a negative association (P < 0·001). A naive interpretation of the
line would claim that the treatment effect increases (lower odds ratio) with
increasing proportion of events in the control group, and that underlying
risk is a significant source of heterogeneity. Furthermore, there is a tempta-
tion to use the point T in Figure 9.7 to define a cut-off value of risk in the
control group and conclude that treatment is effective (odds ratio below 1)
only in patients with an underlying risk higher than this value. As discussed
in Chapters 8 and 10, these conclusions are flawed and seriously mislead-
ing. The reason for this stems from regression to the mean, since the
outcome in the control group is being related to the treatment effect, a
quantity which itself includes the control group outcome.31,33–35 Statistical
approaches that overcome this problem are described in Chapter 10.

To a clinician, the “underlying risk” of a patient is only known through
certain measured characteristics. So a clinically more useful, and statisti-
cally less problematic, alternative to these analyses is to relate treatment
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benefit to measurable patient characteristics. This is one of the advantages
of individual patient data, as discussed in Chapter 6 and below.

The virtues of individual patient data

Meta-regression using trial-level characteristics can only partially address
issues of heterogeneity. The aspects that can be investigated as sources of
heterogeneity in such analyses are limited to characteristics of each trial as
a whole, for example relating to treatment regimens. Furthermore, analyses
using averages of patient characteristics in each trial (such as the mean age
of all the patients) can give a misleading impression of the relation for indi-
vidual patients. This is as a result of the so-called ecological fallacy,
whereby the relation with treatment benefit may be different across trials as
compared to within trials.13,36 Clinically more useful information comes
from analyses which relate the extent of treatment benefit to individual
patient characteristics. As discussed in Chapter 6, meta-analysis based on
individual patient data, rather than summary data obtained from publica-
tions, has many advantages.37 Amongst these is the ability to carry out a
more thorough and extensive investigation of sources of heterogeneity,
since subdivisions according to patients’ characteristics can be made within
trials and these results combined across trials.

Figure 9.7 Treatment effect versus percentage of events in control group for 19
trials of sclerotherapy. The area of each circle is inversely proportional to the
variance of the estimated treatment effect in the trial.



Large individual patient data meta-analyses, undertaken under the
auspices of collaborative groups of researchers, have this potential. Even
such analyses should allow for the possibility of residual heterogeneity of
treatment effects not explained by the patient characteristics available. In
practice, however, there may be no great difference between those who
advocate a fixed effect approach8 and those who would be more
cautious5,38,39 when it comes to undertaking particular meta-analyses. For
example, a large-scale overview of early breast cancer treatment,40 carried
out ostensibly with a fixed effect approach, included an extensive investiga-
tion of heterogeneity according to type and duration of therapy, dose of
drug, use of concomitant therapy, age, nodal status, oestrogen receptor
status, and outcome (recurrence or mortality).

Exactly how such analyses should be carried out needs further develop-
ment. For example, assumptions of linearity of covariate effects or
normality of the residual variation between trial results can be difficult to
assess in practice.7 The analysis can be viewed as an example of a multilevel
model,41,42 in which information is available at both the trial level and on
individuals within trials. Using this structure a general framework for meta-
analysis can be proposed, incorporating both trial-level and patient-level
covariates, from either a classical or Bayesian viewpoint.43,44 Some patient
characteristics may vary more between trials than within trials; for example,
gender would be a within-trial covariate if all the trials in a meta-analysis
included both men and women, and a between-trial covariate if trials were
either of men alone or of women alone. The strength of inference about
how a covariate affects treatment benefit depends on the extent to which it
varies within trials. Covariates that vary only between trials have relations
with treatment benefit that may be confounded by other trial characteris-
tics. These associations are observational in nature, and do not necessarily
have the same interpretation that can be ascribed to treatment comparisons
within randomised clinical trials. Covariates that vary within trials are less
prone to such biases.

Conclusions

As meta-analysis becomes widely used as a technique for synthesising the
results of separate primary studies, an overly simplistic approach to its
implementation needs to be avoided. A failure to investigate potential
sources of heterogeneity is one aspect of this. As shown in the examples in
this chapter, such investigation can importantly affect the overall conclu-
sions drawn, as well as the clinical implications of the review. Therefore the
issues of clinical and statistical heterogeneity and how to approach them
need emphasis in guidelines and in computer software being developed for
conducting meta-analyses, for example by the Cochrane Collaboration.45
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Although a simple random effects method of analysis6 may be useful when
statistical heterogeneity is present but cannot be obviously explained, the
main focus should be on trying to understand any sources of heterogeneity
that are present.

There are, however, dangers of over-interpretation induced by attempt-
ing to explore possible reasons for heterogeneity, since such investigations
are usually inspired, at least to some extent, by looking at the results to
hand.11 Moreover apparent, even statistically significant, heterogeneity may
always be due to chance and searching for its causes would then be
misleading. The problem is akin to that of subgroup analyses within an
individual clinical trial.46 However the degree of clinical heterogeneity
across different trials is greater than that within individual trials, and repre-
sents a more serious problem. Guidelines for deciding whether to believe
results that stem from investigating heterogeneity depend on, for example,
the magnitude and statistical significance of the differences identified, the
extent to which the potential sources of heterogeneity have been specified
in advance, and indirect evidence and biological considerations which
support the investigation.47 These problems in meta-analysis are greatest
when there are many clinical differences but only a small number of trials
available. In such situations there may be several alternative explanations
for statistical heterogeneity, and ideas about sources of heterogeneity can
be considered only as hypotheses for evaluation in future studies.

Although clinical causes of heterogeneity have been focused on here, it is
important to recognise that there are other potential causes. For example,
statistical heterogeneity may be caused by publication bias48 whereby,
amongst small trials, those with dramatic results may more often be
published (see Chapter 3). Statistical heterogeneity can also be caused by
defects of methodological quality,49 as discussed in detail in Chapter 5. For
example, poor methodological quality was of concern in the meta-analysis
of sclerotherapy trials2 discussed at the beginning of this chapter. The
evidence for publication bias, or other small study biases, can be explored
by regression on a Galbraith plot (such as Figure 9.4) without constraining
the intercept through the origin.50 An equivalent analysis can be under-
taken using meta-regression of treatment effects against their standard
errors, using the methods of this chapter, which also then allow for possible
residual heterogeneity.23 These and other methods are discussed in detail in
Chapter 11. Statistical heterogeneity may also be induced by employing an
inappropriate scale for measuring treatment effects, for example using
absolute rather than relative differences, or even by early termination of
clinical trials for ethical or other reasons.51

Despite the laudable attempts to achieve objectivity in reviewing
scientific data, considerable areas of subjectivity remain in carrying out
systematic reviews. These judgments include decisions about which studies

SYSTEMATIC REVIEWS IN HEALTH CARE

172



are “relevant”, which studies are methodologically sound enough to be
included in a statistical synthesis, as well as the issue of whether and how to
investigate sources of heterogeneity. Such scientific judgements are as
necessary in meta-analysis as they are in other forms of medical research,
and skills in recognising appropriate analyses and dismissing overly
speculative interpretations are required. In many meta-analyses, however,
heterogeneity can and should be investigated so as to increase the scientific
understanding of the studies reviewed and the clinical relevance of the
conclusions drawn.
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10 Analysing the relationship
between treatment benefit
and underlying risk:
precautions and 
recommendations
STEPHEN J SHARP

Summary points

• Variations in the effect of treatment found in a meta-analysis might be
explained by differences in the patients’ underlying risk of adverse
outcome.

• Such an association would have important implications in the evaluation
of the treatment.

• Conventional analysis methods are based on relating the observed
treatment effect to observed control group risk or the observed average
risk in the control and treatment group.

• Such methods are flawed in most situations and can lead to seriously
misleading conclusions.

• At least two statistically valid approaches for the analysis have been
developed.

• The methodology and software required to implement these approaches
are freely available.

In the previous chapter, a strong case has been developed for investigating
potential sources of heterogeneity across trials in meta-analysis, with the
aim of increasing the scientific and clinical relevance of the results. Within
such an investigation, it is reasonable to ask whether the extent of treatment
benefit is related to the underlying risk of the patients in the different trials.
The existence of such a relationship would have potential implications for
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the interpretation of the results of a meta-analysis, both in terms of
determining which patients are likely to benefit most, and also for
economic considerations.1

If the results of a meta-analysis are to affect future clinical practice, the
clinician needs to know primarily how the net treatment benefit varies
according to certain measurable characteristics of the patient. The
“underlying risk” can be understood to be a summary of a number of
patient characteristics, which may be measurable risk factors, but for
which, as may frequently be the case, the individual patient data are not
available in some or all of the trials. Analyses which attempt to investigate
the relationship between treatment effect and underlying risk have now
been undertaken in a variety of medical areas – for example in trials of
cholesterol reduction and mortality,2 of tocolysis using β-mimetics in pre-
term delivery,3 and of antiarrhythmic drugs after acute myocardial infarc-
tion.4,5 Differences in the underlying risk of patients have also been
proposed as an explanation for the differences between the results of meta-
analysis and a subsequent mega-trial of magnesium therapy after acute
myocardial infarction.6 Unfortunately, the conventional approaches to the
analysis which have been adopted suffer from potentially serious statistical
pitfalls, which have already been alluded to in Chapters 8 and 9.

This chapter has two aims: first, to describe in detail the conventional
approaches and their pitfalls, and second, to make the reader aware of the
existence of at least two recently proposed approaches which overcome the
statistical problems of the conventional approaches. The issues in both
sections are exemplified using data from a meta-analysis of 19 trials of
endoscopic sclerotherapy,7 introduced in the previous chapter. There were
two principal outcomes in the trials of that meta-analysis: death (see Figure
9.1 of Chapter 9) and bleeding, the results for which are shown in Figure
10.1. For the bleeding outcome, as for mortality, there was substantial
evidence of statistical heterogeneity across trials (χ2 on 18 degrees of
freedom is 81.5, P < 0·001). As discussed in the previous chapter, this is
probably due to the substantial clinical differences between the trials which
led to the statistical heterogeneity between the odds ratios for death.

Relating treatment effect to underlying risk:
conventional approaches

Observed treatment effect versus observed control group risk
A natural measure of underlying risk in a trial population is the observed

risk of events in the control group. Figure 10.2 shows graphs of the treat-
ment effect (log odds ratio) against the control group risk (control group
log odds) for (a) death and (b) bleeding in the sclerotherapy trials. Each
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trial on each graph is represented by a circle, the area of which represents
the trial precision, so trials which contribute more information are repre-
sented by larger circles. Each graph also includes the line of predicted
values obtained from a weighted regression. The estimated slopes from
these regressions are –0·61 (95% CI –0·99 to –0·23) for death and –1·12
(95% CI –1·45 to –0·79) for bleeding. To understand a slope of –0·61,
consider a group of patients who are at average risk of death (35%, or an
odds of 0·54 in these trials). The estimated treatment effect for these
patients is an odds ratio of 0·77 (i.e. a 23% reduction in odds of death
comparing sclerotherapy with placebo). Now consider patients who are at
half the average risk (18%, or an odds of 0·22); the estimated treatment
effect for these patients is an odds ratio of 1·33 (i.e. a 33% increase in odds
of death comparing sclerotherapy with placebo). On the other hand, for
patients who are at double average risk (70%, or an odds of 2·3), the
estimated treatment effect is an odds ratio of 0·31 (i.e. a 69% decrease in
odds of death comparing sclerotherapy with placebo). In other words,
higher risk patients are more likely to benefit from sclerotherapy than those
at lower risk, in whom sclerotherapy may have a harmful effect. Because the
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Figure 10.1 Forest plot of odds ratios of bleeding (and 95% confidence intervals)
from 19 trials of sclerotherapy. Odds ratios less than unity represent beneficial
effects of sclerotherapy. Trials are identified by principal author, referenced by
Pagliaro.7 The area of the box represents the trial precision, so trials which
contribute more information are represented by larger boxes.



slope is even more negative (–1·12) for bleeding, the conclusion from this
analysis would be that for both death and bleeding, there is strong evidence
of an association between treatment effect and “underlying risk” (as repre-
sented by the observed control group log odds), with the benefit of
sclerotherapy increasing (lower log odds ratio, and hence lower odds ratio)
with increasing levels of “underlying risk”.

Two aspects of the above analysis make the interpretation potentially
seriously flawed. The first is that the expression for underlying risk (here
control group log odds) also appears in the expression for treatment effect
(here log odds ratio, which is treatment group log odds minus control
group log odds). This “structural dependence”, combined with the second
aspect, the fact that both the observed log odds ratio and the observed con-
trol group log odds are measured with error, presents a problem associated
with regression to the mean, also known as regression dilution bias.8,9 Such
a bias means that a relationship between the two observed quantities may
be seen even if the true treatment effect and underlying risk are unrelated,
or, if the true quantities are related, the magnitude of the relationship may
be artificially exaggerated by the above analysis. To illustrate this bias,
consider a situation where there is actually no association between true
treatment effect and true underlying risk. A trial with a high observed
control group risk (log odds) will lead to a large observed treatment effect
(low log odds ratio) because of the structural dependence, while conversely
a trial with a low observed control group risk (log odds) will lead to a high
observed treatment effect (high log odds ratio), and hence an artificial
negative relationship between observed treatment effect (log odds ratio)
and observed control group risk (log odds) will be induced.

The extent to which this approach yields misleading conclusions
depends on a number of factors. Algebra has shown that the approach will
always be biased, with the bias being smallest if the trials are mostly large,
or the variation in true underlying risks is large.10 However, this work is
limited to the (usually) unrealistic situation where all the trials in the meta-
analysis estimate the treatment effect with the same degree of precision (i.e.
the trials are all roughly the same size). A general statement about the
extent of the bias where different trials have different precisions cannot be
made, because the biases due to regression to the mean are different for
each component trial.

Observed treatment effect versus observed average risk
Figure 10.3 shows graphs of the treatment effect (log odds ratio) against

the average risk (average of control group log odds and treatment group log
odds) for (a) death and (b) bleeding in the sclerotherapy trials, together
with weighted regression lines as in Figure 10.2. The estimated slopes from
these regressions are –0·16 (95% CI –0·73 to +0·42) for death and –0·82
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Figure 10.2 Observed treatment effect (log odds ratio) versus observed control
group risk (log odds) for (a) death, (b) bleeding, including weighted regression
lines. Each trial is represented by a circle, the area of which represents the trial’s
precision. Larger circles represent trials that contribute more information.
Regression equations:

(a) Log odds ratio = 0·64–0·61�(control group log odds)
(b) Log odds ratio = 1·34–1·12�(control group log odds)

(a)

(b)
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Figure 10.3 Observed treatment effect (log odds ratio) versus observed average risk
(average of control and treatment group log odds) for (a) death, (b) bleeding,
including weighted regression lines. Larger circles represent trials that contribute
more information.
Regression equations:

(a) Log odds ratio = 0·40–0·16�(control group log odds + treatment group log
odds)/2

(b) Log odds ratio = 1·39–0·82�(control group log odds + treatment group log
odds)/2

(a)

(b)



(95% CI –1·82 to +0·18) for bleeding. The conclusion from this analysis is
very different from the analysis based on control group risk: for both death
and bleeding there is now only a slight increase in treatment effect (reduc-
tion in log odds ratio) as the level of “underlying risk” increases, with
unconvincing evidence for a relationship, as shown by the confidence
intervals on the two slopes both including 0.

Unfortunately the above analysis may still be flawed. It is well known in
statistics that if x and y represent sets of single observations (e.g. sets of
systolic blood pressure measurements on two occasions), then relating 
y – x to (x + y)/2 overcomes the problem of regression to the mean arising
from relating y – x to x.11 However, this does not apply in the case of 
meta-analysis, where trials are of different sizes and hence the control and
treatment group risks are measured with different degrees of precision in
the different trials. It is not possible to make general statements about how
much a relationship between observed treatment effect and observed
average risk is biased, or whether the bias is in a positive or negative direc-
tion from the truth, because the bias will depend on the relative magnitudes
of the biases incurred from measuring the control group risk and treatment
group risk within each trial, and on the relative precisions with which these
risks are measured across trials.10

Observed treatment group risk versus observed control group risk
The L’Abbé plot of observed treatment group risk against observed

control group risk was proposed as a graphical means of exploring
possible heterogeneity.12 If the trials are fairly homogeneous, the points
would lie around a line corresponding to the pooled treatment effect
parallel to the line of identity – large deviations would indicate possible
heterogeneity.

Figure 10.4 shows L’Abbé plots for (a) death and (b) bleeding in the
sclerotherapy trials, and in addition, weighted regression lines. The
estimated slopes of these regression lines are +0·39 (95% CI +0·01 to
+0·77) for death and –0·12 (95% CI –0·45 to +0·21) for bleeding. Notice
that these slopes and confidence limits are 1 unit greater than those in the
approach “treatment effect versus observed control group risk”, which is to
be expected, because of the structural relationship between the two
equations. The conclusion from this analysis of a L’Abbé plot is therefore
the same as that from approach “treatment effect versus observed control
group risk”, but it also suffers from the same problems of regression to the
mean.8,9 L’Abbé plots may be useful as an exploratory graphical device
(their original purpose), for example to identify an unusual or outlying trial,
but they cannot be used in conjunction with a regression analysis to deter-
mine the relationship between treatment effect and underlying risk. One
example where a L’Abbé plot was used in this misleading way was after a
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Figure 10.4 L’Abbé plot for (a) death, (b) bleeding, including weighted regression
lines. Larger circles represent trials that contribute more information.
Regression equations:

(a) Treatment group log odds = 0·61 + 0·39�(control group log odds)
(b) Treatment group log odds = 1·29 + 0·12�(control group log odds)

(b)

(a)



meta-analysis of drug trials in mild hypertension.13,14 This example is
described in Chapter 8.

Relating treatment effect to underlying risk: recently
proposed approaches

Two approaches have recently been published in the statistical litera-
ture,15,16 both with the specific aim of estimating the true relationship
between treatment effect and underlying risk while avoiding the biases
inherent in the conventional approaches. Here, the two approaches are
described briefly, then one is applied to the death and bleeding data in the
sclerotherapy trials, followed by some comments about using the
approaches in practice.

The full statistical details of the two approaches are beyond the scope of
this article, so the aim of this and the following paragraph is to give the
interested reader a flavour of the approaches; these two paragraphs can be
skipped without loss of continuity! The approach due to Thompson,15

extends a Bayesian procedure for performing random effects meta-
analysis.17 The observed number of events in the control group of each trial
i, r1

C is assumed to be from a binomial distribution, defined by a parameter
πi

C which represents the true underlying probability of an event in the
control group, and a similar binomial distribution with parameter πi

T is
assumed for the observed number of events ri

T in the treatment group of
trial i. The true treatment effect (here the log odds ratio) parameter δi and
true underlying risk parameter µi (here on a log odds scale) are then con-
structed as functions of πi

C and πi
T, and a regression-type relationship is

formed between these true parameters: δi=δi
’+βµi. The δi

’ are assumed to
follow a Normal distribution, a similar assumption to that made in a
conventional random effects meta-analysis.18 To estimate the values of the
various parameters, their joint probability distribution is formed by
combining their prior distributions with the likelihood given the observed
data (using Bayes’ theorem19), and then a numerical algorithm called Gibbs
sampling20 is used to obtain samples from this joint “posterior distribution”
for any particular parameter. The estimated value of the parameter is
usually the median value from a number of samples (e.g. 5000 samples),
and a 95% confidence interval on the estimate is given by the 2·5 and 97·5
percentiles of the sample distribution. In the derivation of the joint
“posterior distribution”, any unknown parameters, such as β here, are
assumed to have a prior distributions which are “non-informative”, i.e. 
the choice of prior distribution does not influence the final estimate of the
parameter.

The approach due to McIntosh16 essentially only differs from the
Thompson approach15 in two respects. First, the data are not entered as 
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the observed number of events from a binomial distribution in each group
of each trial, but instead as the observed log odds ratio and control group
log odds in each trial. These quantities are then assumed to be from
Normal distributions with known variances (given by a standard
formula19), within each trial. The second difference relates to the under-
lying model assumptions: while the Thompson approach assumes no
particular distribution for the true underlying risks µi across trials, the
McIntosh approach assumes these parameters are drawn from a Normal
distribution, with mean and variance to be estimated from the overall joint
distribution. The ability to enter the data as binomial observations is clearly
advantageous compared with making an approximating assumption of a
Normal distribution for observed log odds ratio and log odds; however, the
most appropriate way to handle the µi in the model is less obvious, and
which of the approaches is more appropriate in this respect remains a
question open for debate in the statistical literature.21,22

Re-analysis of the sclerotherapy data
Because the approach due to Thompson15 makes fewer assumptions, the

results from this approach, labelled (C), are compared with the conven-
tional approaches (A) and (B) in Table 10.1. For bleeding, the estimated
slope and confidence interval from (C) are very close to those from con-
ventional approach (A); however, this is not the case for death, where (A)
gives a spuriously convincing and too large negative relationship. While (B)
would have correctly identified a non-significant negative relationship for
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Table 10.1 Estimated relationship between treatment effect and “underlying risk”
obtained from applying two conventional approaches and one recently proposed
approach to the death and bleeding data from 19 sclerotherapy trials.

Slope for relationship between 
treatment effect and “underlying risk”

(95% CI)

Death
(A) Conventional approach based on –0·61 (–0·99 to –0·23)

observed control group risk
(B) Conventional approach based on –0·16 (–0·73 to +0·41)

observed average risk
(C) Approach due to Thompson15 –0·40 (–0·80 to +0·03)

Bleeding
(A) Conventional approach based on –1·12 (–1·45 to –0·79)

observed control group risk
(B) Conventional approach based on –0·82 (–1·82 to +0·18)

observed average risk
(C) Approach due to Thompson15 –1·05 (–1·36 to –0·77)



death, it would have missed the convincing negative relationship for
bleeding. Even for this one example, it is therefore clear that neither of the
conventional approaches is consistently reliable, and it is only in retrospect,
with the results from approach (C) available, that one can see which of the
conventional approaches is “more correct” in each case. One further obser-
vation from Table 10.1 is that the confidence intervals from (C) are wider
than those from (A) and (B); this is because the model in approach (C)
includes a parameter which represents the heterogeneity across trials that
remains unexplained by the underlying risk (the “residual heterogeneity”),
allowing more variability than the models in (A) and (B).

The recently proposed approaches overcome the problems of the
conventional approaches by modelling the relationship between true
parameters, rather than observed quantities. Both approaches can be
implemented in the freely available BUGS software,23 details of which are
given in Chapter 17. However, unlike the conventional approaches, their
application requires understanding of Bayesian methods, in particular the
specifics of Bayesian meta-analysis,17 the details of which are beyond the
scope of this article. A full description of the appropriate models and
BUGS code to fit them are provided in my paper reviewing the various
recently proposed methods,24 and this information should enable the
analyses to be performed by a reasonably experienced statistician.

Conclusions

An investigation of whether treatment benefit is related to underlying risk
can have an important role in a meta-analysis. Unfortunately, while the
question posed is simple, it turns out that there is no simple statistical
method to provide a valid answer. A similar problem occurs in several
guises in medicine, perhaps most commonly the issue of the possible
relation between change and initial value.25

The search for an approach which avoids the statistical pitfalls described
was stimulated by an investigation of 14 controlled trials of β-mimetics for
the prevention of preterm birth,3 in which approach (A) above was used to
suggest a negative association between treatment effect and “underlying
risk”, and there followed a subsequent discussion about the validity of the
conclusions based on this analysis.26,27 Apart from the two recently pro-
posed approaches described in this article, there are other theoretical
papers which address the issue,28–30 but for which doubts remain about the
underlying model assumptions, or the ability to apply the methods in
practice.24

Underlying risk is not a measurable quantity, and hence finding that the
treatment effect varies by levels of risk is only of practical value provided
that risk can be assessed using measurable characteristics.10 Where

SYSTEMATIC REVIEWS IN HEALTH CARE

186



individual patient data are available in all the trials of a meta-analysis, an
alternative strategy would be to relate treatment effects to individual patient
characteristics to investigate heterogeneity, as mentioned in the previous
chapter (see also Chapter 6). Such an analysis would be more directly
useful to the clinician considering treatment for an individual patient (see
Chapter 19).

In conclusion, where individual patient data are not available for some or
all trials in the meta-analysis, an examination of whether the treatment
effects observed in the trials are related to the underlying risks of the
different patient groups is a potentially important component of an investi-
gation into the sources of heterogeneity. Statistically valid methods are now
freely available for such an analysis.
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11 Investigating and dealing
with publication and other
biases
JONATHAN A C STERNE, MATTHIAS EGGER,
GEORGE DAVEY SMITH

Summary points

• Asymmetrical funnel plots may indicate publication bias, or be due to
exaggeration of treatment effects in small studies of low quality.

• Bias is not the only explanation for funnel plot asymmetry. Funnel plots
should be seen as a means of examining “small study effects” (the ten-
dency for the smaller studies in a meta-analysis to show larger treatment
effects) rather than a tool to diagnose specific types of bias.

• When markers of adherence to treatment or of the biological effects of
treatment are reported, these may be used to examine bias without
assuming a relationship between treatment effect and study size.

• Statistical methods may be used to examine the evidence for bias, and to
examine the robustness of the conclusions of the meta-analysis in
sensitivity analyses. “Correction” of treatment effect estimates for bias
should be avoided, since such corrections may depend heavily on the
assumptions made.

• Multivariable models may be used, with caution, to examine the relative
importance of different types of bias.

Studies that show a statistically significant effect of treatment are more
likely to be published,1,2,3 more likely to be published in English,4 more
likely to be cited by other authors5,6 and more likely to produce multiple
publications7,8 than other studies. Such “positive” studies are therefore
more likely to be located for and included in systematic reviews, which may
introduce bias. Trial quality has also been shown to influence the size of
treatment effect estimates, with studies of lower methodological quality
showing the larger effects.9,10 These biases, reviewed in detail in Chapters 3
and 5, are more likely to affect small rather than large studies. The smaller
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a study, the larger the treatment effect necessary for the results to be
declared statistically significant. In addition, the greater investment of
money and time in larger studies means that they are more likely to be of
high methodological quality and published even if their results are negative.
Bias in a systematic review may therefore become evident through an
association between treatment effect and study size.

In this chapter we examine how we may check a meta-analysis for
evidence of such bias, using graphical and statistical methods. We also
examine methods for quantifying the possible impact of bias on overall
treatment effect estimates, and for correcting effect estimates for bias.

Funnel plots

First used in educational research and psychology,11 funnel plots are
simple scatter plots of the treatment effects estimated from individual
studies on the horizontal axis against some measure of study size on the
vertical axis. The name “funnel plot” is based on the fact that the precision
in the estimation of the underlying treatment effect will increase as the
sample size of component studies increases. Effect estimates from small
studies will therefore scatter more widely at the bottom of the graph, with
the spread narrowing among larger studies. In the absence of bias, the plot
will resemble a symmetrical inverted funnel (see Figure 11.1(a)).

Choice of axes
Relative measures of treatment effect (risk ratios or odds ratios) are plotted

on a logarithmic scale. This is important to ensure that effects of the same
magnitude but opposite directions, for example risk ratios of 0·5 and 2, are
equidistant from 1·0.12 There are a number of possible choices for the
measure of study size to be used as the vertical axis in funnel plots.
Treatment effects have generally been plotted against sample size, or log
sample size. However, the statistical power of a trial is determined both by
the total sample size and the number of participants developing the event of
interest. For example, a study with 100 000 patients and 10 events is less
powerful than a study with 1000 patients and 100 events. Measures based
on the standard error or variance of the effect estimate (or their inverse)
rather than total sample size, have therefore been increasingly used in funnel
plots. Plotting against standard error may generally be a good choice because
it emphasizes differences between studies of smaller size for which biases are
most likely to operate. In contrast, plotting against precision (1/standard
error) will emphasize differences between larger studies. Using standard
error is also consistent with statistical tests for funnel plot asymmetry,13,14

discussed below, which look for associations between the treatment effect
size and its standard error. A disadvantage of using standard error is that the
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Figure 11.1 Hypothetical funnel plots: (a) symmetrical plot in the absence of bias
(open circles indicate smaller studies showing no statistically significant effects); (b)
asymmetrical plot in the presence of publication bias (smaller studies showing no
statistically significant effects are missing); (c) asymmetrical plot in the presence of
bias due to low methodological quality of smaller studies (open circles indicate
small studies of inadequate quality whose results are biased towards larger effects).
The dashed line is the pooled odds ratio, the solid line is the null effect. The
estimated treatment effects are exaggerated in the presence of bias.

(a)

(b)

(c)



vertical axis must be inverted (smallest standard errors at the top) in order
to produce the conventional inverted funnel graph.

Bias as a source of funnel plot asymmetry
Bias may lead to asymmetry in funnel plots. For example, if smaller studies

showing no statistically significant effects (open circles in Figure 11.1) remain
unpublished, then such publication bias1,2,15 will lead to an asymmetrical
appearance of the funnel plot with a gap in the right bottom side of the graph
(Figure 11.1(b)). In this situation the combined effect from meta-analysis
will overestimate the treatment’s effect.13,16 The more pronounced the
asymmetry, the more likely it is that the amount of bias is substantial.

Trials of lower quality also tend to show larger effects. In particular,
studies with inadequate concealment of treatment allocation or studies
which are not double blind have been shown to result in inflated estimates
of treatment effect 9,10 (see also Chapter 5). Smaller studies are, on average,
conducted and analysed with less methodological rigour than larger
studies. Trials that, if conducted and analysed properly, would have given
no evidence for a treatment effect may thus become “positive”, as shown in
(Figure 11.1(c)), again leading to asymmetry. Thus the funnel plot should
be seen as a generic means of examining “small study effects” (the
tendency for the smaller studies in a meta-analysis to show larger treatment
effects) rather than a tool to diagnose specific types of bias.

Asymmetry is not proof of bias: alternative sources of funnel plot
asymmetry

The trials displayed in a funnel plot may not always estimate the same
underlying effect of the same intervention and such heterogeneity between
results may lead to asymmetry in funnel plots if the true treatment effect is
larger in the smaller trials. For example, if a combined outcome is
considered then substantial benefit may be seen only in patients at high risk
for the component of the combined outcome which is affected by the
intervention.17,18 A cholesterol-lowering drug which reduces coronary heart
disease (CHD) mortality will have a greater effect on all cause mortality in
high risk patients with established cardiovascular disease than in young,
asymptomatic patients with isolated hypercholesterolaemia.19 This is
because a consistent relative reduction in CHD mortality will translate into
a greater relative reduction in all-cause mortality in high-risk patients in
whom a greater proportion of all deaths will be from CHD. Trials
conducted in high-risk patients will also tend to be smaller, because of the
difficulty in recruiting such patients and because increased event rates
mean that smaller sample sizes are required to detect a given effect.

Small trials are generally conducted before larger trials are established. In
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the intervening years standard (control) treatments may have improved,
thus reducing the relative efficacy of the experimental treatment. Changes
in standard treatments could also lead to a modification of the effect of the
experimental treatment. Such a mechanism has been proposed as an
explanation for the discrepant results obtained in clinical trials of the effect
of magnesium infusion in myocardial infarction.20 It has been argued that
magnesium infusion may not work if administered after reperfusion has
occurred. By the time the ISIS-4 trial21 (which gave no evidence of a
treatment effect) was performed, thrombolysis had become routine in the
management of myocardial infarction. However this argument is not
supported by subgroup analysis of the ISIS-4 trial, which shows no effect of
magnesium even among patients not receiving thrombolysis.22

Some interventions may have been implemented less thoroughly in larger
trials, thus explaining the more positive results in smaller trials. This is
particularly likely in trials of complex interventions in chronic diseases,
such as rehabilitation after stroke or multifaceted interventions in diabetes
mellitus. For example, an asymmetrical funnel plot was found in a meta-
analysis of trials examining the effect of inpatient comprehensive geriatric
assessment programmes on mortality.13,23 An experienced consultant
geriatrician was more likely to be actively involved in the smaller trials and
this may explain the larger treatment effects observed in these trials.13,23

Odds ratios are more extreme (further from 1) than the corresponding
risk ratio if the event rate is high. Because of this, a funnel plot which shows
no asymmetry when plotted using risk ratios could still be asymmetric when
plotted using odds ratios. This would happen if the smaller trials were
consistently conducted in high-risk patients, and the large trials in patients
at lower risk, although differences in underlying risk would need to be
substantial. Finally it is, of course, possible that an asymmetrical funnel
plot arises merely by the play of chance. Mechanisms which can lead to
funnel plot asymmetry are summarised in Table 11.1.

INVESTIGATING AND DEALING WITH PUBLICATION AND OTHER BIASES

193

Table 11.1 Potential sources of asymmetry in funnel plots.

1. Selection biases
Publication bias and other reporting biases (see Chapter 3)
Biased inclusion criteria

2. True heterogeneity: size of effect differs according to study size
Intensity of intervention
Differences in underlying risk

3. Data irregularities
Poor methodological design of small studies (see Chapter 5)
Inadequate analysis
Fraud

4. Artefact: heterogeneity due to poor choice of effect measure (see Chapter 16)

5. Chance



Funnel plot asymmetry thus raises the possibility of bias but it is not
proof of bias. It is important to note, however, that asymmetry (unless
produced by chance alone) will always lead us to question the interpreta-
tion of the overall estimate of effect when studies are combined in a meta-
analysis.

Other graphical methods

Examining biological plausibility
In some circumstances, the possible presence of bias can be examined via

markers of adherence to treatment, such as metabolites of a drug in
patients’ urine, or of the biological effects of treatment such as the achieved
reduction in cholesterol in trials of cholesterol-lowering drugs, which, as
discussed in Chapter 9, predicts the reduction in clinical heart disease24,25

and mortality.25

If patients’ adherence to an effective treatment were measured (for
example as the percentage of patients actually taking the assigned medica-
tion), and varied across trials, then this should result in corresponding
variation in treatment effects. Scatter plots of treatment effect (vertical axis)
against adherence (horizontal axis) can be a useful means of examining this
relationship. The scatter plot should be compatible with there being no
treatment effect at 0 per cent adherence, and so a simple linear regression
line should intercept the y-axis at zero treatment effect (Figure 11.2(a)). If
a scatter plot indicates a treatment effect even when no patients adhere to
treatment then bias is a possible explanation (Figure 11.2(b)). Similar
considerations apply to scatter plots of treatment effect against change in
biological markers believed to be closely associated with effects on clinical
outcome. The advantage of such plots is that they provide an analysis that
is independent of study size.

In a meta-analysis of trials examining the effect of reducing dietary
sodium on blood pressure, Midgley et al.26 plotted reduction in blood
pressure (clinical outcome) against reduction in urinary sodium (biological
marker) for each study and performed a linear regression analysis (Figure
11.3). The plot of difference in diastolic blood pressure (treatment effect)
against change in urinary sodium (marker) suggests the possibility of bias.
However, the assumption that the marker fully captures the treatment’s
effect on the clinical outcome may not always be appropriate: effects of the
intervention not captured by the marker may account for the residual
effect.27,28 For example, dietary changes leading to a reduction in sodium
intake may also lead to weight loss and hence to a reduction in blood
pressure.

It should be noted that error in estimating the effect of the treatment on
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Figure 11.2 Linear regression plot of treatment effects from 18 hypothetical trials
against the proportion of patients adhering to the experimental treatment. In the
absence of bias the regression line intercepts the vertical axis at zero treatment effect
(a). If the plot indicates a treatment effect even when no patients adhere to
treatment (b) then bias is a likely explanation.

(a)

(b)
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Figure 11.3 Regression lines, adjusted for the number of sodium excretion
measurements, of the predicted change in blood pressure for a change in urinary
sodium excretion from randomised controlled trials of dietary sodium reduction.
Note that intercepts indicate a decline in blood pressure even if the diets in inter-
vention and control groups were identical, which may indicate the presence of bias.
Modified from Midgley et al.26



the marker could lead both to underestimation of its association with
treatment, and to the estimated intercept being biased away from zero. In
this situation a non-zero intercept could be misinterpreted as evidence of
bias. We discuss how to use regression models to overcome this problem
below.

Statistical methods to detect and correct for bias

Fail-safe N
Rosenthal29 called publication bias the “file drawer problem”, whose

extreme version he described as “that the journals are filled with the 5% of
the studies that show Type I errors, while the file drawers back at the lab are
filled with the 95% of the studies that show nonsignificant (e.g. P >0·05)
results.” Rosenthal proposed that the potential for publication bias to have
influenced the results of a meta-analysis can be assessed by calculating the
‘fail-safe N’: the number of ‘negative’ studies (studies in which the treat-
ment effect was zero) that would be needed to increase the P value for the
meta-analysis to above 0·05. Iyengar and Greenhouse30 noted that the
estimate of fail-safe N is highly dependent on the mean treatment effect
that is assumed for the unpublished studies. The method also runs against
the widely accepted principle that in medical research in general, and
systematic reviews in particular, one should concentrate more on the size of
the estimated treatment effect and the associated confidence intervals, and
less on whether the strength of the evidence against the null hypothesis
reaches a particular, arbitrary, threshold.

Selection models
A number of authors have proposed methods to detect publication bias,

based on the assumption that an individual study’s results (for example the
P value) affect its probability of publication. These methods model the
selection process that determines which results are published and which are
not, and hence are known as “selection models”. However, as explained
earlier, publication bias is only one of the reasons that will lead to associa-
tions between treatment effects and study size (small study effects). Since
an unexpected distribution of study results is likely to imply an association
between treatment effect size and study size, selection models should
perhaps be seen as examining small study effects in general rather than
publication bias in particular.

Iyengar and Greenhouse30 assumed that publication was certain if the
study P value was <0·05 (i.e. “statistically significant”). If the study 
P value was >0·05 (“non-significant”) then publication probability might
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be a constant (less than 1) or might decrease with decreasing treatment
effect. Dear and Begg31 and Hedges32 extended this approach by assuming
that different ranges of study P value (for example 0·01 to 0·05, 0·005 to
0·01 and so on) correspond to different publication probabilities. The
observed distribution of P values is compared to the expected distribution
assuming no publication bias, so that a reduced proportion of P values in
(for example) the range 0·1 to 1 provides evidence of publication bias.
These latter methods avoid strong assumptions about the nature of the
selection mechanism but require a large number of studies so that a
sufficient range of study P values is included.

Figure 11.4 (adapted from Dear and Begg31) shows the estimated
publication probabilities from a meta-analysis of studies of the effect of
open versus traditional education on creativity. Note that the apparent
reduction in the probability of publication bias does not appear to coincide
with the traditional cutoff of P = 0·05. These methods can be extended to
estimate treatment effects, corrected for the estimated publication bias.33

This approach was recently used in a meta-analysis of placebo-controlled
trials of homoeopathy, an example discussed in more detail below.34 A
Bayesian approach in which the number and outcomes of unobserved
studies are simulated has also been proposed as a means of correcting
treatment estimates for publication bias.35 For a meta-analysis examining
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Figure 11.4 Publication probabilities according to study P value, estimated from a
meta-analysis of 10 studies using a semi-parametric selection model (modified from
Dear and Begg31).



the association between passive smoking and lung cancer, the relative risk
was 1·22 (95% confidence interval 1·08 to 1·37) before and 1·14 (1·00 to
1·28) after allowing for publication bias.

The complexity of the statistical methods, and the large number of
studies needed, probably explain why selection models have not been
widely used in practice. In order to avoid these problems, Duval and
Tweedie36–38 have proposed “trim and fill”: a method based on adding
studies to a funnel plot so that it is symmetrical. The method works by
omitting small studies until the funnel plot is symmetrical (trimming),
using the trimmed funnel plot to estimate the true “centre” of the funnel,
and then replacing the omitted studies and their missing “counterparts”
around the centre (filling). As well as providing an estimate of the number
of missing studies, an adjusted treatment effect is derived by performing a
meta-analysis including the filled studies. Like other selection models, the
method depends on the assumption that the association between treatment
effect and trial size arises only because of publication bias, and not for the
other reasons listed earlier in this chapter. Sutton et al.39 used the trim and
fill method to assess publication bias in 48 meta-analyses from the Cochrane
Database of Systematic Reviews. They found that 56% of Cochrane meta-
analyses had at least one missing study and may therefore be subject to
publication bias, while in 10 the number of missing studies was statistically
significant. However simulation studies have found that the trim-and-fill
method detects “missing” studies in a substantial proportion of meta-
analyses, even in the absence of bias.40 There is thus a danger that uncritical
application of the method could mean adding and adjusting for non-
existent studies in response to funnel plot asymmetry arising from nothing
more than random variation.

The ‘correction’ of effect estimates when publication bias is assumed to
be present is problematic and a matter of ongoing debate. Results may be
heavily dependent on the modelling assumptions used. Many factors may
affect the probability of publication of a given set of results and it will be
difficult if not impossible to model these adequately. It is therefore prudent
to restrict the use of statistical methods which model selection mechanisms
to the identification of bias rather than correcting for it.41

Copas42 developed a model in which the probability that a study is
included in a meta-analysis depends on its standard error. Because it is not
possible to estimate all model parameters precisely, he advocates sensitivity
analyses in which the value of the estimated treatment effect is computed
under a range of assumptions about the severity of the selection bias.
Rather than a single estimate treatment effect “corrected” for publication
bias, the reader can see how the estimated effect (and confidence interval)
varies as the assumed amount of selection bias increases. Application of the
method to epidemiological studies of environmental tobacco smoke and
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lung cancer suggests that publication bias may explain some of the associa-
tion observed in meta-analyses of these studies.43

Statistical analogues of the funnel plot
An alternative approach, which does not attempt to define the selection

process leading to publication or non-publication, is to use statistical
methods to examine associations between study size and estimated treat-
ment effects, thus translating the graphical approach of the funnel plot into
a statistical model. Begg and Mazumdar14 proposed an adjusted rank
correlation method to examine the association between the effect estimates
and their variances (or, equivalently, their standard errors). Egger et al.13

introduced a linear regression approach in which the standard normal
deviate (θ/s) is regressed against precision (1/s). This latter approach can be
shown to correspond to a weighted regression of effect size θ on standard
error s (θ = b0 + b1s), where the weights are inversely proportional to the
variance of the effect size. The greater the value of the regression coefficient
b1, the greater the evidence for small study effects. Because each of these
approaches looks for an association between treatment effect (e.g. log odds
ratio) and its standard error in each study, they can be seen as statistical
analogues of funnel plots of treatment effect against standard error. Both
methods have been implemented in the statistical package Stata (see
Chapter 18).

Sterne et al.44 used simulation studies to investigate the sensitivity of the
two methods (i.e. their ability to detect small study effects). The sensitivity
of the methods was low in meta-analyses based on less than 20 trials, or in
the absence of substantial bias. The regression method appeared more
sensitive than the rank correlation method.

It has been claimed that the methods may give evidence of bias when bias
is not in fact present (false-positive test results).45 Sterne et al. found that
the methods gave false-positive rates which were too high when there were
large treatment effects, or few events per trial, or all trials were of similar
sizes.44 They concluded that the weighted regression method is appropriate
and reasonably powerful in the situations where meta-analysis generally
makes sense – in estimating moderate treatment effects, based on a
reasonable number of trials – but that it should only be used if there is clear
variation in trial sizes, with one or more trials of medium or large size.

Meta-regression
An obvious extension to the methods described above is to consider a

measure of study size (for example the standard error of the effect estimate)
as one of a number of different possible explanations for between-study
heterogeneity in a multivariable ‘meta-regression’ model (see also Chapters
8 to 10 for a discussion of the use of regression models in meta-analysis).
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For example, the effects of study size, adequacy of randomisation and type
of blinding might be examined simultaneously. Thompson and Sharp46

recently reviewed different methods for meta-regression. These have been
implemented in Stata (see Chapter 18).

Three notes of caution are necessary. Users of standard regression
models know that it is unwise to include large numbers of covariates,
particularly if the sample size is small. In meta-regression the number of
data points corresponds to the number of studies, which is usually less than
50 and often less than 10.44 Thus tests for association between treatment
effect and large numbers of study characteristics may lead to “overfitting”
and spurious claims of association. Secondly, all associations observed in
such analyses are observational, and may therefore be confounded by other
unknown or unmeasured factors. Thirdly, regression analyses using
averages of patient characteristics from each trial (such as the mean age of
all the patients) can give a misleading impression of the relation for
individual patients. As discussed in Chapter 9, there is potential for the 
so-called ecological fallacy,47 whereby the relation with treatment benefit
may be different across trials as compared to within trials.

Meta-regression could be used to examine associations between clinical
outcomes and markers of adherence to treatment or of the biological effects
of treatment, weighting appropriately for study size. As discussed above, the
intercept (coefficient of the constant term) should be zero if there is no
biological effect so a non-zero intercept may be evidence of bias, or of a
treatment effect which is not mediated via the marker. Unless the error in
estimating the effect of treatment on the marker is small, this error must be
incorporated in models of the association between the treatment effect and
the change in the surrogate marker. Daniels and Hughes48 discuss this issue
and propose a Bayesian estimation procedure. This method has been applied
in a study of CD4 cell count as a surrogate endpoint in HIV clinical trials.49

The case study illustrates the use of some of the methods described in
this chapter, using the example of a widely cited meta-analysis of placebo-
controlled trials of homoeopathy.

Case study: is the effect of homoeopathy due to the placebo effect?
The placebo effect is a popular explanation for the apparent efficacy of

homoeopathic remedies.50,51,52 Linde et al. addressed this question in a
fascinating systematic review and meta-analysis of placebo-controlled trials
of homoeopathy, in which all trials, independent of clinical condition and
outcomes, were included.34 The authors performed an extensive literature
search, without language restrictions, covering a wide range of bibliographic
databases and complementary medicine registries. Linde et al. included 89
published and unpublished reports of randomised placebo-controlled trials.
Quality assessment covered the dimensions of internal validity that are
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known to be associated with treatment effects9,10 (see Chapter 5): conceal-
ment of the allocation of homoeopathic remedies or placebo, blinding of
outcome assessment and handling of withdrawals and dropouts.

The funnel plot of the 89 homoeopathy trials is clearly asymmetrical
(Figure 11.5(a)) and both the rank correlation and the weighted regression
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Figure 11.5 Funnel plot of all 89 randomised controlled trials comparing homoeo-
pathic medicine with placebo identified by Linde et al.34 (a) and 34 trials of high
methodological quality (b).



test indicated clear asymmetry (P<0·0001). This asymmetry remained
(Figure 11.5(b)) when the plot was restricted to 34 double-blind trials with
adequate concealment of treatment allocation (P = 0·014 with rank corre-
lation and <0·001 with regression method). The authors used a selection
model (assuming that the likelihood that a study was reported depended on
the one-tailed P value)32,33 to correct for publication bias, and found that
the odds ratio was increased from 0·41 (95% confidence interval 0·34 to
0·49) to 0·56 (0·32 to 0·97) after correcting for bias. Similar results are
obtained with the fill and trim method (Figure 11.6). To make the funnel
plot symmetric, 16 studies are added. The adjusted odds ratio (including
the filled studies) is 0·52 (0·43 to 0·63).

Linde et al. therefore concluded that the clinical effects of homoeopathy
are unlikely to be due to placebo.34 However the method they used does not
allow simultaneously for other sources of bias, and thus assumes that
publication bias is the sole cause of funnel plot asymmetry. Table 11.2
shows the results from meta-regression analyses of associations between
trial characteristics and the estimated effect of homoeopathy. Results are
presented as ratios of odds ratios (ORs) comparing the results from trials
with to trials without the characteristic. Thus ratios below 1 correspond to
a smaller treatment odds ratio for trials with the characteristic, and hence a
larger apparent benefit of homoeopathic treatment. For example, in uni-
variable analysis the odds ratio was reduced by factor 0·24 (ratio of ORs
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Figure 11.6 Application of the “trim and fill” method to the funnel plot of 89 trials
comparing homoeopathic medicine with placebo. The solid circles represent the 89
trials, while the open triangles are the “filled” studies. The solid line is the original
(random-effects) estimate of the pooled odds ratio, the dashed line is the adjusted
estimate (including the filled studies) and the dotted line is the null value (1).



0·24, 95% confidence interval 0·12 to 0·46) if outcome assessment was not
blinded. Inadequate concealment of allocation, and publication in a non-
MEDLINE-indexed journal were also associated with greater estimated
benefits. Univariable analyses provided strong evidence of small study
effects: trials with larger standard errors had substantially greater estimated
benefits of homoeopathic treatment. When the effect of each variable was
controlled for all others there remained strong associations with standard
error (ratio of ORs 0·20, 95% confidence interval 0·11 to 0·37), and
inadequate blinding of outcome assessment (ratio of ORs 0·35, 95%
confidence interval 0·20 to 0·60).

Meta-regression analysis and funnel plots indicate that the treatment
effects seen are strongly associated with both methodological quality and
study size. The two largest (i.e. with the smallest standard error) trials of
homoeopathy which were double blind and had adequate concealment of
randomisation (on 300 and 1270 patients) show no effect. This is consis-
tent with the intercept from the regression of effect size on standard error,
which can be interpreted as the estimated effect in large trials (OR = 1·02,
95% confidence interval 0·71 to 1·46). The evidence is thus compatible
with the hypothesis that the clinical effects of homoeopathy are completely
due to placebo. This example illustrates that publication bias is only one of
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Table 11.2 Meta-regression analysis of 89 homoeopathy trials.

Study characteristic Univariable analysis Controlling for all variables

Ratio of odds P Ratio of odds P
ratios* (95% CI) ratios* (95% CI)

Unit increase in standard 0·18 (0·10 to 0·34) <0·001 0·20 (0·11 to 0·37) <0·001
error of log OR

Language (Non-English 0·73 (0·51 to 1·06) 0·097 0·73 (0·55 to 0·98) 0·038
vs. English)

Study quality
Allocation concealment 0·70 (0·49 to 1·01) 0·054 0·98 (0·73 to 1·30) 0·87
(not adequate vs.
adequate)
Blinding (not 0·24 (0·12 to 0·46) <0·001 0·35 (0·20 to 0·60) <0·001
double-blind vs.
double-blind)
Handling of withdrawals 1·32 (0·87 to 1·99) 0·19 1·10 (0·80 to 1·51) 0·56
(not adequate vs.
adequate)

Publication type (not 0·61 (0·42 to 0·90) 0·013 0·91 (0·67 to 1·25) 0·57
MEDLINE-indexed vs.
MEDLINE-indexed)

*Odds ratio with characteristic divided by odds ratio without characteristic. Ratios below 1
correspond to a smaller treatment odds ratio for trials with the characteristic, and hence a
larger apparent benefit of homoeopathic treatment.



the reasons why the results from small studies may be misleading.
However, we emphasise that our results cannot prove that the apparent
benefits of homoeopathy are due to bias.

Conclusions

Prevention is better than cure. In conducting a systematic review and
meta-analysis, investigators should make strenuous efforts to ensure that
they find all published studies, and to search for unpublished work, for
example in trial registries or conference abstracts (see Chapter 4). The
quality of component studies should also be carefully assessed (Chapter 5).
Summary recommendations on examining for and dealing with bias in
meta-analysis are shown in Box 11.2. Selection models for the process of
publication bias are likely to be of most use in sensitivity analyses in which
the robustness of a meta-analysis to possible publication bias is assessed.
Funnel plots should be used in most meta-analyses, to provide a visual
assessment of whether treatment effect estimates are associated with study
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Box 11.1 Summary recommendations on investigating
and dealing with publication and other biases in a 
meta-analysis

Examining for bias

• Check for funnel plot asymmetry using graphical and statistical
methods.

• Consider meta-regression to look for associations between key measures
of trial quality and treatment effect size.

• Consider meta-regression to examine other possible explanations for
heterogeneity.

• If available, examine associations between treatment effect size and
changes in biological markers or patients’ adherence to treatment.

Dealing with bias

• If there is evidence of bias, report this with the same prominence as
any combined estimate of treatment effect.

• Consider sensitivity analyses to establish whether the estimated treat-
ment effect is robust to reasonable assumptions about the effect of bias.

• Consider excluding studies of lower quality.
• If sensitivity analyses show that a review’s conclusions could be

seriously affected by bias, then consider recommending that the
evidence to date be disregarded.



size. Statistical methods which examine the evidence for funnel plot
asymmetry are now available, and meta-regression methods may be used to
examine competing explanations for heterogeneity in treatment effects
between studies. The power of all of these methods is limited, however,
particularly for meta-analyses based on a small number of small studies,
and the results from such meta-analyses should therefore always be treated
with caution.

Statistically combining data from new trials with a body of flawed
evidence will not remove bias. However there is currently no consensus on
how to guide clinical practice or future research when a systematic review
suggests that the evidence to date is unreliable for one or more of the
reasons discussed in this chapter. If there is clear evidence of bias, and if
sensitivity analyses show that this could seriously affect a review’s conclu-
sions, then reviewers should not shrink from recommending that some or
all of the evidence to date be disregarded. Future systematic reviews could
then be based on new, high-quality evidence. Important improvements
such as better conduct and reporting of trials, prospective registration,
easier access to data from published and unpublished studies and compre-
hensive literature searching are being made to the process of assessing the
effect of medical interventions. It is to be hoped that these will mean that
bias will be a diminishing problem in future systematic reviews and meta-
analyses.
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Part III: Systematic reviews of 
observational studies



12 Systematic reviews of
observational studies
MATTHIAS EGGER, GEORGE DAVEY SMITH,
MARTIN SCHNEIDER

Summary points

• Systematic reviews and meta-analyses of observational studies are as
common as reviews of randomised controlled trials.

• In contrast to high-quality randomised trials, confounding and selec-
tion bias often distort the findings of observational studies. Bigger is
not necessarily better: smaller studies can devote more attention to
characterising confounding factors than larger studies.

• There is a danger that meta-analyses of observational data produce
very precise but spurious results. The statistical combination of data
should therefore not be a prominent component of systematic reviews
of observational studies.

• More is gained by carefully examining possible sources of hetero-
geneity between the results from observational studies. Individual
participant data may often be required for this purpose.

The previous chapters focused on the potentials, principles and pitfalls of
systematic reviews and meta-analysis of randomised controlled trials.
Systematic reviews of observational, non-randomised data are, however,
also common. An early example of an observational meta-analysis can be
found in the 1964 Surgeon General’s report on Smoking and Health which
calculated summary estimates of cancer risk for smokers from seven cohort
studies.1 In a MEDLINE search using keyword “meta-analysis” we
identified 755 articles (excluding letters, editorials or commentaries) that
were published in 1999. We randomly selected 100 of these articles and
examined them further. Fifty-nine reported on actual meta-analyses, and
41 were methodological papers, traditional reviews or reports of other types
of studies (Table 12.1). Among the meta-analyses, about 40% were based
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on observational studies, mainly cohort and case–control studies of
aetiological associations or medical interventions. In this chapter we will
examine systematic reviews and meta-analyses of such studies, with an
emphasis on observational studies from aetiological epidemiology and
research into the effectiveness of medical interventions. Systematic reviews
of prognostic studies and evaluations of diagnostic studies will be discussed
in Chapters 13 and 14.

Why do we need systematic reviews of observational
studies?

The randomised controlled trial is the principal research design in the
evaluation of medical interventions. Aetiological hypotheses, however,
cannot generally be tested in randomised experiments. For example, does
breathing other people’s tobacco smoke promote the development of lung
cancer, drinking coffee cause coronary heart disease, and eating a diet rich
in unsaturated fat induce breast cancer? Studies of such ‘menaces of daily
life’2 employ observational designs, or examine the presumed biological
mechanisms in the laboratory. In these situations the risks involved are
generally small, but once a large proportion of the population is exposed,
the potential public health impact of these associations, if they are causal,
can be striking.

Analyses of observational data also have a role in medical effectiveness
research.3 The evidence that is available from clinical trials will rarely
answer all the important questions. Most trials are conducted to establish
efficacy and safety of a single agent in a specific clinical situation. Due to
the limited size of such trials,4–6 less common adverse effects of drugs may
only be detected in case–control studies, or in analyses of databases from
postmarketing surveillance schemes. Also, because follow-up is generally
limited, adverse effects occurring later will not be identified. If established
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Table 12.1 Characteristics of 100 articles sampled at random from articles
published in 1999 and identified in MEDLINE using “meta-analysis” as keyword.

Type of article Articles (n)

Meta-analysis of:
Controlled trials 34
Observational studies* 25

Methodological article 15
Traditional review 15
Other 11

* Including eight meta-analyses of observational studies of aetiological associations, six of
therapeutic or preventive interventions and four of prognostic factors.



interventions are associated with adverse effects many years after their
introduction, there will be ethical, political and legal obstacles to the
conduct of a new trial. Recent examples for such situations include the
controversy surrounding intramuscular administration of vitamin K to
newborns and the risk of childhood cancer7 and oral contraceptive use and
breast cancer.8

The patients that are enrolled in randomised trials often differ from the
average patient seen in clinical practice. Women, the elderly and minority
ethnic groups are often excluded from randomised trials.9,10 Similarly, the
university hospitals typically participating in clinical trials differ from the
settings where most patients are treated. In the absence of randomised trial
evidence from these settings and patient groups, the results from observa-
tional database analyses may appear more relevant and more readily appli-
cable to clinical practice.11 Finally, both patient and therapist preferences
may preclude a randomised controlled experiment. In the field of comple-
mentary medicine, for example, consider a therapy which involves
ingesting your own urine.12 Because of strong preferences determined by
prior belief and taste, it would probably be impossible to recruit sufficient
patients into a controlled trial.

As discussed in Chapter 1 it is always appropriate and desirable to review
a body of data systematically, independent of the design and type of studies
reviewed. Statistically combining results from separate studies in meta-
analysis may, however, sometimes be inappropriate. Meta-analysis may be
particularly attractive to reviewers in aetiological epidemiology and obser-
vational effectiveness research, promising a precise and definite answer
when the magnitude of the underlying risks are small, or when the results
from individual studies disagree. The possibility of producing a spuriously
precise, but misleading overall estimate of an association or treatment
effect is a problem in meta-analysis in general but this danger is particularly
great when combining observational studies.

Confounding and bias

Meta-analysis of randomised trials is based on the assumption that each
trial provides an unbiased estimate of the effect of an experimental treat-
ment, with the variability of the results between the studies being attributed
to random variation. The overall effect calculated from a group of sensibly
combined and representative randomised trials will provide an essentially
unbiased estimate of the treatment effect, with an increase in the precision
of this estimate. A fundamentally different situation arises in the case of
observational studies. Such studies yield estimates of association that may
deviate from true underlying relationships beyond the play of chance. This
may be due to the effects of confounding factors, biases, or both. Those
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exposed to the factor under investigation may differ in a number of other
aspects that are relevant to the risk of developing the disease in question.
Consider, for example, smoking as a risk factor for suicide.

Does smoking cause suicide?
A large number of cohort studies have shown a positive association

between smoking and suicide, with a dose–response relationship being
evident between the amount smoked and the probability of committing
suicide.13–18 Figure 12.1 illustrates this for four prospective studies of
middle-aged men, including the massive cohort of men screened for the
Multiple Risk Factor Intervention Trial (MRFIT).19 Based on over
390 000 men and almost five million years of follow-up, a meta-analysis of
these cohorts produces very precise and statistically significant estimates of
the increase in suicide risk that is associated with smoking different daily
amounts of cigarettes: relative rate for 1–14 cigarettes 1·43 (95% confi-
dence interval 1·06 to 1·93), for 15–24 cigarettes 1·88 (1·53 to 2·32), 25 or
more cigarettes 2·18 (1·82 to 2·61).
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Figure 12.1 Adjusted relative rates of suicide among middle-aged male smokers
compared to non-smokers. Results from four cohort studies adjusted for age, and
income, ethnicity, cardiovascular disease, diabetes (Multiple Risk Factor
Intervention Trial; MRFIT), employment grade (Whitehall I), alcohol use, serum
cholesterol, systolic blood pressure, education (North Karelia and Kuopio). Meta-
analysis by fixed effects model. CI: confidence interval.



Based on established criteria,20 many would consider the association to
be causal – if only it were more plausible. It is improbable that smoking is
causally related to suicide.13 Rather, it is the social and mental states pre-
disposing to suicide that are also associated with the habit of smoking.
Factors that are related to both the exposure and the disease under study,
confounding factors, may thus distort results. If the factor is known and has
been measured, the usual approach is to adjust for its influence in the
analysis. For example, any study assessing the influence of coffee con-
sumption on the risk of myocardial infarction should make statistical
adjustments for smoking, since smoking is generally associated with drink-
ing larger amounts of coffee and smoking is a cause of coronary heart
disease.21 However, even if adjustments for confounding factors have been
made in the analysis, residual confounding remains a potentially serious
problem in observational research. Residual confounding arises whenever a
confounding factor cannot be measured with sufficient precision – a situa-
tion which often occurs in epidemiological studies.22,23 Confounding is the
most important threat to the validity of results from cohort studies whereas
many more difficulties, in particular selection biases, arise in case-control
studies.24

Plausible but spurious findings
Implausible results, such as in the case of smoking and suicide, rarely

protect us from reaching misleading conclusions. It is generally easy to
produce plausible explanations for the findings from observational
research. For example, one group of researchers which investigated 
co-factors in heterosexual HIV transmission in a cohort study of sex
workers found a strong association between the use of oral contraceptives
and HIV infection which was independent of other factors.25 The authors
hypothesised that, among other mechanisms, the risk of transmission could
be increased with oral contraceptives due to “effects on the genital mucosa,
such as increasing the area of ectopy and the potential for mucosal
disruption during intercourse.” In a cross-sectional study another group
produced diametrically opposed findings, indicating that the use of oral
contraceptives actually protects against the virus.26 This was considered to
be equally plausible, “since progesterone-containing oral contraceptives
thicken cervical mucus, which might be expected to hamper the entry of
HIV into the uterine cavity.” It is likely that confounding and bias had a
role in producing these contradictory findings. Epidemiological studies
produce a large number of seemingly plausible associations. Some of these
findings will be spurious but all are eagerly reported in the media. Figure
12.2 shows how one member of the public, the cartoonist Jim Borgman,
reflects on this situation.
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The fallacy of bigger being better
In meta-analysis the weight given to each study generally reflects the

statistical power of the study: the larger the study, the greater the weight (see
Chapters 2 and 15). In the case of well-conducted randomised controlled
trials, when the main problem is lack of precision in effect estimates, giving
the greatest weight to studies that provide the most information is appropriate.
In the field of observational meta-analysis, however, the main problem is not
lack of precision but that some studies produce findings that are seriously
biased or confounded. The statistical power of a study is not the best indi-
cator of which study is likely to have the least biased or confounded results.
Indeed, the opposite may be the case. Other things being equal, smaller
studies can devote more attention to characterising both the exposure of
interest and confounding factors than larger studies. Collecting more detailed
data on a smaller number of participants is, in many cases, a better strategy
for obtaining an accurate result from a study than is collecting cruder data
on a larger number of participants.27 The most informative studies are those
which give the answer nearest to the correct one; in observational studies this
is unlikely to be the case for large, but poorly conducted studies.
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Figure 12.2 “Today’s Random Medical News”: Observational studies produce a
large number of seemingly plausible associations. Some of these findings will be
spurious due to bias and confounding but they are nevertheless eagerly reported in
the media. Cartoon by Jim Borgman (copyright: Hearst Corporation. Reprinted
with special permission of King Features Syndicate).



For example, in a meta-analysis of observational studies of the associa-
tion of Helicobacter pylori infection and coronary heart disease a large case-
control study of 1122 survivors of acute myocardial infarction and 1122
controls with no history of coronary heart disease would receive much
weight.28 Cases were participants in the UK arm of the third International
Study of Infarct Survival (ISIS-3),29 a trial of thrombolytic therapy in acute
myocardial infarction. Controls were selected from the siblings, children
and spouses of cases. The final response rate in controls was less than 20%
and around 60% for the cases, which leaves ample room for bias. It is well
known that people from less favourable social circumstances are more likely
to be non-responders in such studies.30,31 This would lead to a greater
proportion of socio-economically disadvantaged people among the cases.
Since H. pylori infection is strongly influenced by adverse social circum-
stances in childhood32,33 the more affluent control group would be expected
to have lower infection rates than the case group, even if H. pylori is not
causally associated with coronary heart disease. Such selection bias would
be expected to produce a strong but spurious association between H. pylori
infection and coronary heart disease risk. Indeed, the study yielded an odds
ratio of 2·28 which was statistically significantly different from no effect 
(P < 0·0001) and adjustment for a limited array of confounders left a
residual odds ratio of 1·75 (P < 0·0001). Several well-conducted prospective
studies have been carried out in which response rates were high, H. pylori
infection status was determined before onset of coronary heart disease and
there was greater ability to control for confounding.34,35 In these studies
there is no good evidence that H. pylori infection contributes to coronary
risk. It is thus likely that despite its large size the result of this case–control
study was strongly confounded and biased. 

Rare insight? The protective effect of beta-carotene
that wasn’t

Observational studies have consistently shown that people eating more
fruits and vegetables, which are rich in beta-carotene, and people having
higher serum beta-carotene concentrations have lower rates of cardio-
vascular disease and cancer.36 Beta-carotene has antioxidant properties and
could thus plausibly be expected to prevent carcinogenesis and athero-
genesis by reducing oxidative damage to DNA and lipoproteins. Unlike
many other associations found in observational studies, this hypothesis
could be, and was, tested in experimental studies. The findings of four large
trials have recently been published.37–40 The results were disappointing and
for the two trials conducted in men at high risk, smokers and workers
exposed to asbestos, even disturbing.37,38

We performed a meta-analysis of the findings for cardiovascular
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mortality, comparing the results from the six observational studies recently
reviewed by Jha et al.36 with those from the four randomised trials. In obser-
vational studies we compared groups with high and low beta-carotene
intake or serum beta-carotene level, and in trials participants randomised to
beta-carotene supplements were compared with participants randomised to
placebo. Using a fixed effects model, meta-analysis of the cohort studies
shows a significantly lower risk of cardiovascular death (relative risk reduc-
tion 31%, 95% confidence interval 41 to 20%, P < 0·0001) (Figure 12.3).
The results from the randomised trials, however, indicate a moderate
adverse effect of beta-carotene supplementation (relative increase in the
risk of cardiovascular death 12%, 4 to 22%, P = 0·005). Discrepant results
between epidemiological studies and trials of the effects of beta-carotene
have also been observed for cancer,41,42 age-related maculopathy43–45 and
cataract.46,47 Similar discrepancies are evident for other antioxidants,
including vitamin E and vitamin C.48–50

The situation with antioxidants is not unique. Meta-analyses of the
observational evidence of the association between oestrogen-replacement
therapy and coronary heart disease concluded that postmenopausal
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Figure 12.3 Meta-analysis of the association between beta-carotene intake and
cardiovascular mortality: Results from observational studies36 indicate considerable
benefit whereas the findings from randomised controlled trials show an increase in
the risk of death.37–40 CI: confidence interval.



oestrogen use reduced the risk of coronary heart disease by 35 to 45% and
that this effect was unlikely to be explained by confounding or bias.51,52 One
review argued that the protective effect of oestrogen was even stronger in
women with established coronary heart disease than in healthy women.52

Women who use hormone-replacement therapy may, however, be a
selected group of relatively healthy women who comply with treatment.
Such selection bias (“compliance bias”,53 “prevention bias”54) could
explain the apparent beneficial effect that was observed in observational
studies. This is supported by the observation that women using hormone-
replacement therapy are also less likely to develop diseases that are unlikely
to be influenced by hormone-replacement therapy.55 More recently, the
large Heart and Estrogen/progestin Replacement Study (HERS) in women
with established coronary heart disease56 and a meta-analysis of smaller
trials in postmenopausal women57 showed that hormone-replacement
therapy does not reduce the risk of coronary events.

There are, of course, examples of observational studies that produced
results similar to those from randomised controlled trials.58–60 However, the
fact that in observational studies the intervention was deliberately chosen
and not randomly allocated means that selection bias and confounding will
often distort results.61 Bias and confounding is particularly likely for
preventive interventions, which are more likely to be chosen and adhered to
by people with healthier lifestyles, and for treatments that physicians tend
to selectively prescribe to some groups of patients,62 for example the very
sick or relatively healthy, but the direction and degree of bias is difficult to
predict in individual cases.63 This means that in meta-analyses of observa-
tional studies, the analyst may often unknowingly and naïvely be producing
tight confidence intervals around biased results.

Exploring sources of heterogeneity

Some observers suggest that meta-analysis of observational studies
should be abandoned altogether.64 We disagree, but think that the
statistical combination of studies should not, in general, be a prominent
component of reviews of observational studies. The thorough consideration
of possible sources of heterogeneity between observational study results will
provide more insights than the mechanistic calculation of an overall
measure of effect, which may often be biased. We re-analysed a number of
examples from the literature to illustrate this point. Consider diet and
breast cancer: the hypothesis from ecological analyses65 that higher intake
of saturated fat could increase the risk of breast cancer generated much
observational research, often with contradictory results. A comprehensive
meta-analysis66 showed an association for case–control but not for cohort
studies (odds ratio 1·36 for case–control studies versus rate ratio 0·95 for
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cohort studies comparing highest with lowest categories of saturated fat
intake, P = 0·0002 for difference) (Figure 12.4). This discrepancy was also
shown in two separate large collaborative pooled analyses of cohort and
case–control studies.67,68 The most likely explanation for this situation is
that biases in the recall of dietary items, and in the selection of study
participants, have produced a spurious association in the case–control
comparisons.68

That differential recall of past exposures may introduce bias is also
evident from a meta-analysis of case–control studies of intermittent sun-
light exposure and melanoma69 (Figure 12.4). When combining studies in
which some degree of blinding to the study hypothesis was achieved, only a
small and statistically non-significant effect (odds ratio 1·17, 95% confi-
dence interval 0·98 to 1·39) was evident. Conversely, in studies without
blinding, the effect was considerably greater and statistically significant
(odds ratio 1·84, 1·52 to 2·25). The difference between these two estimates
is unlikely to be a product of chance (P = 0·0004 in our calculation).

The importance of the methods used for exposure assessment is further
illustrated by a meta-analysis of cross-sectional data of dietary calcium
intake and blood pressure from 23 different studies.70 As shown in Figure
12.5(a), the regression slope describing the change in systolic blood
pressure (in mmHg) per 100 mg of calcium intake was reported to be
strongly influenced by the approach employed for assessment of the
amount of calcium consumed. The association was small with diet histories
(slope –0·01) and 24-hour recall (slope –0·06) but large and statistically
highly significant when food frequency questionnaires, which assess
habitual diet and long-term calcium intake, were used (slope –0·15). The
authors argued that “it is conceivable that any ‘true’ effect of chronic
dietary calcium intake on blood pressure or on the development of hyper-
tension could be estimated better by past exposure since it allows for a
latency period between exposure and outcome”.70 However, it was subse-
quently pointed out71 that errors had occurred when extracting the data
from the original publications. This meant that the weight given to one
study72 was about 60 times greater than it should have been and this study
erroneously dominated the meta-analysis of diet history trials. Correcting
the meta-analysis for this error and several other mistakes leads to a
completely different picture (12.5(b)). There is no suggestion that the
explanation put forward by the authors for the different findings from
studies using different dietary methodologies holds true. This is another
demonstration that plausible reasons explaining differences found between
groups of trials can easily be generated.73 It also illustrates the fact that the
extraction of data from published articles which present data in different,
complex formats is prone to error. Such errors can be avoided in collabora-
tive analyses where investigators make their primary data available.74
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Figure 12.4 Examples of heterogeneity in published observational meta-analyses:
saturated fat intake and cancer,66 intermittent sunlight and melanoma,69 and
formaldehyde exposure and lung cancer.75 SMR: standardised mortality ratio; CI:
confidence interval.



Analyses based on individual participant data (see also Chapter 6) also
allow a more thorough investigation of confounding factors, bias and
heterogeneity.

An important criterion supporting causality of associations is the demon-
stration of a dose–response relationship. In occupational epidemiology, the
quest to demonstrate such an association can lead to very different groups
of employees being compared. In a meta-analysis examining formaldehyde
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Figure 12.5 Relation between dietary calcium and systolic blood pressure by
method of dietary assessment. Initial analysis, which was affected by data extraction
errors (a),70 and corrected analysis (b).71 CI: confidence interval.

(a)

(b)



exposure and cancer, funeral directors and embalmers (high exposure)
were compared with anatomists and pathologists (intermediate to high
exposure) and industrial workers (low to high exposure, depending on job
assignment).75 As shown in Figure 12.4, there is a striking deficit of lung
cancer deaths among anatomists and pathologists (standardised mortality
ratio [SMR] 33, 95% confidence interval 22 to 47) which is most likely to
be due to a lower prevalence of smoking among this group. In this situation
few would argue that formaldehyde protects against lung cancer. In other
instances such selection bias may be less obvious, however. 

In these examples heterogeneity was explored in the framework of
sensitivity analysis76 (see Chapter 2) to test the stability of findings across
different study designs, different approaches to exposure ascertainment
and to selection of study participants. Such sensitivity analyses should alert
investigators to inconsistencies and prevent misleading conclusions.
Although heterogeneity was noticed, explored and sometimes extensively
discussed, the way the situation was interpreted differed considerably. In
the analysis examining studies of dietary fat and breast cancer risk, the
authors went on to combine case–control and cohort studies and con-
cluded that “higher intake of dietary fat is associated with an increased risk
of breast cancer”.66 The meta-analysis of sunlight exposure and melanoma
risk was exceptional in its thorough examination of possible reasons for
heterogeneity and the calculation of a combined estimate was deemed
appropriate in one subgroup of population-based studies only.69

Conversely, uninformative and potentially misleading combined estimates
were calculated both in the dietary calcium and blood pressure example70

and the meta-analysis of occupational formaldehyde exposure.75 These case
studies indicate that the temptation to combine the results of studies is hard
to resist.

Conclusion

The suggestion that formal meta-analysis of observational studies can be
misleading and that insufficient attention is often given to heterogeneity
does not mean that a return to the previous practice of highly subjective
narrative reviews is called for. Many of the principles of systematic reviews
remain: a study protocol should be written in advance, complete literature
searches should be carried out, and studies selected in a reproducible and
objective fashion. Individual participant data will often be required to allow
differences and similarities of the results found in different settings to be
inspected thoroughly, hypotheses to be formulated and the need for future
studies, including randomised controlled trials, to be defined.
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13 Systematic reviews of
evaluations of prognostic
variables
DOUGLAS G ALTMAN

Summary points

• Systematic reviews are applicable to all types of research design.
Studies of prognostic variables are an important additional area where
appropriate methodology should be applied.

• Difficulties in searching the literature for prognostic studies mean that
there is a higher risk of missing studies than for randomised trials.

• Prognostic variables should be evaluated in a representative sample of
patients assembled at a common point in the course of their disease.
Ideally they should all have received the same medical treatment or
have been in a double-blind randomised study.

• Evaluation of study quality is essential. When examined critically, a
high proportion of prognostic studies are found to be methodologically
poor, in particular in relation to the analysis of continuous prognostic
variables and the adjustment for other factors.

• Meta-analysis based on published data is often hampered by difficulties
in data extraction and variation in study and patient characteristics.

• The poor quality of the published literature is a strong argument in
favour of systematic reviews but simultaneously also an argument
against formal meta-analysis. The main outcome from a systematic
review may well be the demonstration that there is little good quality
published information.

• Meta-analysis of prognostic studies using individual patient data may
overcome many of these difficulties. Access to individual patient data is
therefore highly desirable, to allow comparable analyses across studies.
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Systematic reviews are equally valuable for all types of research, and
studies of prognosis are an important area to which the methodology
should be extended. Prognostic studies include clinical studies of
variables predictive of future events as well as epidemiological studies of
aetiological or risk factors. As multiple similar studies accumulate, it
becomes increasingly important to identify and evaluate all of the
relevant studies to develop a more reliable overall assessment. As I will
show, for prognostic studies this is not straightforward.

As noted by Mackenzie in 1921, “To answer [patients’] questions
requires a knowledge of prognosis . . . Moreover, common sense tells us
that the public is perfectly justified in expecting from the doctor a
knowledge so manifestly essential to medicine”.1 Windeler2 noted the
close link between prognosis and therapy. He observed that summaries
of prognosis are not meaningful unless associated with a particular
therapeutic strategy and suggested that the greatest importance of prog-
nostic studies is to aid in treatment decisions. Windeler2 also observed
that a prognostic study is similar to a diagnostic study but with the
added dimension of time. The clinical importance of information on
prognostic factors is summarised in Table 13.1.3

Table 13.1 Purpose of prognostic factor studies.

• Improve understanding of the disease process.
• Improve the design and analysis of clinical trials (for example, risk stratification).
• Assist in comparing outcome between treatment groups in non-randomised studies, by

allowing adjustment for case mix.
• Define risk groups based on prognosis.
• Predict disease outcome more accurately or parsimoniously.
• Guide clinical decision making, including treatment selection, and patient counselling.

The emphasis in this chapter is primarily on clinical studies to examine
the variation in prognosis in relation to a single putative prognostic
variable of interest (also called a prognostic marker or factor). Many of
the issues discussed are also relevant to epidemiological studies of aetio-
logical or risk factor studies (as discussed in Chapter 12), especially
cohort studies. I will also consider some issues relating to systematic
reviews of studies of multiple prognostic variables.

Systematic review of prognostic studies

Prognostic studies take various forms. Some studies investigate the
prognostic value of a particular variable, while others investigate many
variables simultaneously in order either to evaluate which are prognostic or
to develop a “prognostic model” for making prognoses for individual
patients. In practice, it is not always easy to discern the aims of a particular
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study. Also, some studies are carried out to try to identify variables that
predict response to treatment; in oncology these are called “predictive
factors”. I will not consider such studies here, although several of the issues
discussed will also be relevant to studies of predictive factors.

Some features of prognostic studies lead to particular difficulties for
the systematic reviewer. First, in most clinical prognostic studies the
outcome of primary interest is the time to an event, often death. Meta-
analysis of such studies is rather more difficult than for binary data or
continuous measurements. Second, as already indicated, in many con-
texts the prognostic variable of interest is often one of several prognostic
variables. When examining a variable of interest researchers should
consider other prognostic variables with which it might be correlated.
Third, many prognostic factors are continuous variables, for which
researchers use a wide variety of methods of analysis.

Identifying relevant publications
It is probably more difficult to identify all prognostic studies by litera-

ture searching than for randomised trials, which itself is problematic
(Chapter 4). There is as yet no widely acknowledged optimal strategy
for searching the literature for such studies. However, McKibbon et al.4

have developed search strategies for prognostic studies (see Box 13.1).
It is probable, and is supported by anecdote, that there is consider-

able publication bias (see Chapter 3), such that studies showing a
strong (often statistically significant) prognostic ability are more likely to
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Box 13.1 Effective MEDLINE searching strategies for
studies of prognosis4

Best single term:
explode cohort studies (MeSH).

The best complex search strategy with the highest sensitivity is:
incidence (MeSH)
OR explode mortality (MeSH)
OR follow-up studies (MeSH)
OR mortality (subheading)
OR prognos* (text word)
OR predict* (text word)
OR course (text word)

MeSH: Medical subject heading



be published. This would be in keeping with the finding that epidemio-
logical studies are more prone to publication bias than randomised
trials.5 Indeed, publication bias may be worse as many prognostic
studies are based on retrospective analysis of clinical databases. These
“studies” thus do not really exist until and unless published.

In addition, it is likely that some researchers selectively report those
findings which are more impressive (usually those which are statistically
significant) from a series of exploratory analyses of many variables.

Data extraction
A particular problem is that some authors fail to present a numerical

summary of the prognostic strength of a variable, such as a hazard ratio,
especially in cases where the analysis showed that the effect of the
variable was not statistically significant. Even when numerical results are
given, they may vary in format – for example, survival proportions may
be given for different time points. Also, odds ratios or hazard ratios
from grouped or ungrouped analyses are not comparable. Systematic
reviewers often find that a quantitative synthesis (meta-analysis) is not
possible because the published papers do not all include adequate or
compatible information.

Assessing methodological quality – design
There are no widely agreed quality criteria for assessing prognostic

studies. As yet there is very little empirical evidence to support the
importance of particular study features affecting the reliability of study
findings, including the avoidance of bias. Nevertheless, theoretical
considerations and common sense point to several methodological aspects
that are likely to be important. It is likely that several methodological issues
are similar to those relevant to studies of diagnosis (see Chapter 14).

As a consequence, systematic reviewers tend either to ignore the issue
or to devise their own criteria. Unfortunately the number of different
criteria and scales is likely to continue to increase and cause confusion,
as has happened for randomised trials (Chapter 5), systematic reviews
(Chapter 7), and diagnostic tests (Chapter 14). As in those contexts,
the various scales that have been proposed vary considerably, both in
their content and complexity.

Generic criteria
Table 13.2 shows a list of methodological features that are likely to

be important for internal validity. This list draws in particular on
previous suggestions.6–10 The items in Table 13.2 are not phrased as
questions but rather as domains of likely importance. Most authors have
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presented their checklists as questions. For example, Laupacis et al.8

included the question “Was there a representative and well-defined
sample of patients at a similar point in the course of the disease?,”
which includes three elements from Table 13.2. Their checklist is
widely quoted, for example in a guide for clinicians,11 but it omits
several of the items in Table 13.2.

There seems to be wide agreement that a reliable prognostic study
requires a well-defined cohort of patients at the same stage of their
disease. Some authors suggest that the sample should be an “inception”
cohort of patients very early in the course of the disease (perhaps at
diagnosis).6 This is just one example of a more general requirement that
the cohort can be clearly described, which is necessary for the study to
have external validity. While homogeneity is often desirable, heteroge-
neous cohorts can be stratified in the analysis. Not all prognostic studies
relate to patients with overt disease. It would be very reasonable to
study prognostic factors in a cohort of asymptomatic persons infected
with the human immunodeficiency virus (HIV)12 or risk factors for
myocardial infarction in a cohort of men aged 50–55 most of whom
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Table 13.2 A framework for assessing the internal validity of articles dealing
with prognosis.

Study feature Qualities sought

Sample of patients Inclusion criteria defined
Sample selection explained
Adequate description of diagnostic criteria
Clinical and demographic characteristics fully described
Representative
Assembled at a common (usually early) point in the course of 

their disease
Complete

Follow up of patients Sufficiently long

Outcome Objective
Unbiased (for example, assessment blinded to prognostic 

information)
Fully defined
Appropriate
Known for all or a high proportion of patients

Prognostic variable Fully defined, including details of method of measurement if 
relevant

Precisely measured
Available for all or a high proportion of patients

Analysis Continuous predictor variable analysed appropriately
Statistical adjustment for all important prognostic factors

Treatment subsequent Fully described
to inclusion in cohort Treatment standardised or randomised



will have atherosclerotic plaques in their coronary arteries. One impor-
tant difference between clinical and epidemiological studies is that the
latter are often not cohort studies. Both case–control and cross-sectional
studies may be used to examine risk factors, but these designs are much
weaker. Case–control designs have been shown to yield optimistic
results for evaluations of diagnostic tests,13 a result which is likely to be
relevant to prognostic studies. In cross-sectional studies it may be very
difficult to determine whether the exposure or outcome came first, for
example in studies study examining the association between oral contra-
ceptive use and HIV infection.

Most authors of checklists have not considered the issue of subsequent
treatment. If the treatment received varies in relation to prognostic
variables then the study cannot deliver an unbiased and meaningful assess-
ment of prognostic ability unless the different treatments are equally effec-
tive (in which case why vary the treatment?). Such variation in treatment
may be quite common once there is some evidence that a variable is
prognostic. Ideally, therefore, prognostic variables should be evaluated in a
cohort of patients treated the same way, or in a randomised trial.9,14

The important methodological dimensions will vary to some extent
according to circumstances. For example, in some prognostic studies
the reliability of the measurements may be of particular importance.
Many biochemical markers can be measured by a variety of methods
(such as assays), and studies comparing these often show that the agree-
ment is not especially good. It is desirable, therefore, that the method of
measurement is stated and that the same method was used throughout
a study; this information may not be given explicitly.

Study-specific criteria
The inclusion of context-specific as well as generic aspects of method-

ological quality may sometimes be desirable. For example, Marx and Marx10

included two questions on the nature of the endpoints, reflecting particular
problems encountered in their review of prognosis of idiopathic membranous
nephropathy, where many studies used ill-defined surrogate endpoints.

As well as internal validity some checklists consider aspects of external
validity and clinical usefulness of studies. Notably, Laupacis et al.8 included
five questions relating to the clinical usefulness of a study.

Further, some checklists very reasonably include items relating to the
clinical area of the review. For example, in their review of the
association between maternal HIV infection and perinatal outcome,
Brocklehurst and French15 considered whether there was an adequate
description of the maternal stage of disease.

One difficulty with quality assessment is that answering the questions
posed, such as those in Table 13.2, often requires judgement. An
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example is the question quoted above from Laupacis et al.8 relating to
the derivation of the sample. Thus even if consensus could be reached
on the important dimensions of quality, they would probably still be
replete with judgmental terms such as “adequate”, “appropriate”,
“representative”, and “similar”.

Assessing methodological quality – analysis
The criteria in Table 13.2 include two items relating to difficult

aspects of data analysis – adjustment for other variables and the analysis
of continuous prognostic variables. In this section I consider in some
detail these important issues, which have a major influence on whether
any meta-analysis might be possible.

Adjustment for covariates
It is important to adjust for other prognostic variables to get a valid

picture of the relative prognosis for different values of the primary
prognostic variable. This procedure is often referred to as “control of
confounding”. It is necessary because patients with different values of
the covariate of primary interest are likely to differ with respect to other
prognostic variables. Also, in contexts where much is known about
prognosis, such as breast cancer, it is important to know whether the
variable of primary interest (such as a new tumour marker) offers prog-
nostic value over and above that which can be achieved with previously
identified prognostic variables. It follows that prognostic studies generally
require some sort of multiple regression analysis, although stratification
may be useful in simpler situations. For outcomes which are binary or
time to a specific event, logistic or Cox proportional hazards regression
models respectively are appropriate for examining the influence of
several prognostic factors simultaneously.

Many studies seek parsimonious prediction models by retaining only
the most important prognostic factors, most commonly by using multiple
regression analysis with stepwise variable selection. Unfortunately, this
method is quite likely to be misleading.14 Recognised or “standard”
prognostic factors should not be subjected to the selection process. Even
though such variables may not reach specified levels of significance in a
particular study, they should be included in the models generated in
order to compare results to other reported studies.3 Comparison of
models with and without the variable of interest provides an estimate of
its independent effect and a test of statistical significance of whether it
contains additional prognostic information.

Two problems for the systematic reviewer are that different
researchers use different statistical approaches to adjustment, and that
they adjust for different selections of variables. One way round the latter
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problem is to use unadjusted analyses. While this approach is common
in systematic reviews of randomised controlled trials, in prognostic
studies it replaces one problem with a worse one; it is rare that unad-
justed analyses will be unbiased.

Handling continuous predictor variables
Many prognostic variables are continuous measurements, including

many tumour markers and levels of environmental exposure. If such a
variable were prognostic, the risk of an event would usually be expected
to increase or decrease systematically as the level increases. Nonetheless,
many researchers prefer to categorise patients into high- and low-risk
groups based on a threshold or cutpoint. This type of analysis discards
potentially important quantitative information and considerably reduces
the power to detect a real association with outcome.16,17 If a cutpoint is
used, it should not be determined by a data-dependent process.
Reasonable approaches include using a cutpoint reported in another
study, one based on the reference interval in healthy individuals, or the
median or other pre-specified centile from the present study.

Some investigators compute the statistical significance level for all
possible cutpoints and then select the cutpoint giving the smallest 
P value. There are several serious problems associated with this 
so-called “optimal” cutpoint approach.18,19 In particular, the P values
and regression coefficients resulting from these analyses are biased, and
in general the prognostic value of the variable of interest will be over-
estimated. The bias cannot be adjusted for in any simple manner, and it
is carried across into subsequent multiple regression analyses. Misleading
results from individual studies are bad enough, but when such studies
are included in a meta-analysis they may well distort the results (as in
the case study presented below).

Keeping variables continuous in the analysis has the considerable
advantages of retaining all the information and avoiding arbitrary cut-
points. It may also greatly simplify any subsequent meta-analysis. Many
researchers, however, are unwilling to assume that the relationship of
marker with outcome is log-linear, i.e. that the risk (expressed as the log
odds ratio or log hazard ratio) either increases or decreases linearly as
the variable increases, and investigations of non-linear (curved) relation-
ships are uncommon. The assumption of linearity may well be more
reasonable than the assumptions that go with dichotomising, namely
constant risk either side of the cutpoint.

Using a small number of groups, say four, offers a good compromise
between dichotomising and treating the data as continuous, which
requires assumptions about the shape of the relation with the probability
of the event. This approach is common in epidemiology. However, it
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may lead to problems for the systematic reviewer, because it is rare that
different studies use the same groupings. For example, Buettner et al.20

summarised 14 studies that had examined the prognostic importance of
tumour thickness in primary cutaneous melanoma. As shown in Table
13.3, the number of cutpoints varied between two and six. Despite their
clear similarities, no two studies had used the same cutpoints. Further,
several studies had used the “optimised” approach that, as noted above,
is inherently overoptimistic.

Meta-analysis of prognostic factor studies

It can be seen that prognostic studies raise several particular difficulties
for the systematic reviewer. These are summarised in Box 13.2. Most
have been discussed above. The last two items relate to inadequate
reporting of results in the primary studies, discussed below.

There are clearly major difficulties in trying to get a quantitative
synthesis of the prognostic literature. In this section I consider when it
might be reasonable to proceed to formal meta-analysis, and how this
might be achieved.

Whether to carry out a meta-analysis
Two of the main concerns regarding prognostic studies are the quality

of the primary studies – both methodological quality and quality of
reporting – and the possibility of publication bias. While quality is not
considered in some systematic reviews, others have adopted strict inclu-
sion criteria based on methodological quality. For example, in their
systematic review of psychosocial factors in the aetiology and prognosis

SYSTEMATIC REVIEWS IN HEALTH CARE

236

Table 13.3 Tumour thickness in primary cutaneous melanoma.20 Cutpoints are
shown in clusters around 0.75, 1, 1.5, 2, 3, 4, and > 5 mm.

Study Patients (n) Groups (n) Cut-off point (mm) Method

1 2012 3 1 2 Optimised
2 581 3 1·5 3 Unclear
3 339 4 0·75 1·5 4 Optimised
4 598 4 0·85 1·7 3·6 Optimised
5 739 4 1 2 4 Unclear
6 971 4 0·75 1·7 3·6 Optimised
7 648 4 0·75 1·7 3·65 Optimised
8 98 5 0·75 1·5 2·25 3 Optimised
9 699 5 1 2 3 4 Linear

10 585 5 0·75 1·5 3 5 Unclear
11 1082 5 0·75 1·7 3 4 Optimised
12 769 6 1 2 3 4 5 Unclear
13 8500 6 0·75 1·5 2·5 4 8 Optimised
14 2012 7 0·75 1·5 2·25 3 4·5 6 Unclear



of coronary heart disease, Hemingway and Marmot21 included only
prospective cohort studies with at least 500 (aetiology) or 100 partici-
pants (prognosis). They included only those psychosocial factors used in
two or more studies. Nonetheless, because of the risk of publication bias
and the lack of standardised measurement methods, they did not
attempt a statistical synthesis.

More commonly, authors have concluded that a set of studies was
either too diverse or too poor, or both, to allow a meaningful meta-
analysis. Box 13.3 shows details of a systematic review of prognosis in
elbow disorders which reached such a conclusion. Likewise, in a
systematic review of studies of the possible relation between hormonal
contraception and risk of HIV transmission, Stephenson22 concluded
that a meta-analysis was unwise. By contrast, Wang et al.23 performed
such a meta-analysis on a similar set of studies, arguing that this
enabled the quantitative investigation of the impact of various study
features. Because of the likelihood of serious methodological difficulties,
some authors have suggested that in general it is unwise to carry out a
sensible meta-analysis without access to individual patient data.3,24

This gloomy picture does not apply always, however. In the next
section I consider in outline how a meta-analysis might proceed, on the
assumption that a subset of studies has been identified which are
deemed similar enough and of acceptable quality.
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Box 13.2 Problems with systematic reviews of 
prognostic studies from publications

• Difficulty of identifying all studies
• Negative (non-significant) results may not be reported (publication bias)
• Inadequate reporting of methods
• Variation in study design
• Most studies are retrospective
• Variation in inclusion criteria
• Lack of recognised criteria for quality assessment
• Different assays/measurement techniques
• Variation in methods of analysis
• Differing methods of handling of continuous variables (some data-

dependent)
• Different statistical methods of adjustment
• Adjustment for different sets of variables
• Inadequate reporting of quantitative information on outcome
• Variation in presentation of results (for example, survival at different

time points)



Methods of meta-analysis of prognostic factor studies
Even if it is felt that a set of published studies is of good enough

quality to attempt a formal meta-analysis, there are many potential
barriers to success. In essence, we wish to compare the outcome for
groups with different values of the prognostic variable. The method of
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Box 13.3 Prognosis in elbow disorders

Hudak et al.9 carried out a systematic review of the evidence regarding
prognostic factors that affect elbow pain duration and outcomes. Selected
papers were subjected to a detailed quality assessment using a scheme
adapted from other publications. Each paper was assessed on six dimen-
sions: case definition, patient selection, follow up (completeness and
length), outcome, information about prognostic factors, and analysis. Each
dimension was scored from 0 to 2 or 3, and a minimum score for “strong
evidence” specified. Their pre-specified minimum requirements for studies
providing strong evidence were as follows (with the number of studies
meeting the criteria shown in brackets):

• provided an operational definition of cases [15/40];
• included an inception cohort (defined in relation to onset of symptoms)

or a survival cohort that included a subset of patients in whom duration
of symptoms was less than four months [5/40];

• demonstrated follow up of >80% of cases for at least one year [8/40];
• used a blinded and potentially replicable outcome measure appropriate

to the research question [20/40];
• used adequate measurement and reporting of potential prognostic

factors [36/40];
• provided crude proportions for at least one of response, recovery, and

recurrence [34/40].

Papers were identified from a comprehensive literature search of
multiple databases. The authors included the search strategy they used.

Of the 40 eligible studies assessed using the above criteria, none
provided “strong evidence” and just four provided “moderate evidence”,
none of which followed patients for more than one year. The authors note
that several studies with excellent follow up were not based on inception
cohorts. Only three of the 40 studies had used a statistical method to
derive results adjusted for other factors.

Among the four providing “moderate-level” evidence there was variation
in study design (one cases series, three randomised trials), patient selec-
tion, interventions, and length of follow up. As a consequence, meta-
analysis was not attempted. The authors made several suggestions for the
methodological requirements for future studies.



analysis suitable for pooling values across several studies will depend on
whether the prognostic variable is binary, categorical, or continuous. In
principle, it should be relatively easy to combine data from studies
which have produced compatible estimates of effect, with standard
errors. I will consider only binary or continuous variables, and will not
consider the more complex case of categorical outcomes.

Outcome is occurrence of event, regardless of time
In many studies the time to an event is ignored and the question is

simply whether the factor of interest predicts the outcome. For a binary
outcome, standard methods for comparative studies, notably
Mantel–Haenszel or inverse variance methods, can be used to pool the
data when the prognostic variable is binary using risk ratio, odds ratio
or risk difference (Chapter 15). Such data arise especially from
case–control studies (for which only the odds ratio would be appro-
priate). For an unadjusted analysis of a single continuous prognostic
variable there is no simple approach, but the data can be analysed using
logistic regression.

As already noted, however, in general it is necessary to allow for other
potentially confounding variables in such a meta-analysis. Here too, for
both binary and continuous prognostic variables, logistic regression is
used to derive an odds ratio after adjustment for other prognostic or
potentially confounding variable. Logistic regression yields an estimated
log odds ratio with its standard error, from which the odds ratio and
confidence interval are obtained. For a binary prognostic variable the
odds ratio gives the ratio of the odds of the event in those with and
without that feature. For continuous predictors, it relates to the increase
in odds associated with an increase of one unit in the value of the vari-
able. Estimated log odds ratios from several studies can be combined
using the inverse variance method (Chapter 15).

Even when a study considers the time to the event of interest, atten-
tion may focus on an arbitrary but much-used time point, such as death
within five years after a myocardial infarction. Although explicit
“survival” times are often ignored in such studies, if any patients are
lost to follow up before the specified time point (as is usual) it is prefer-
able to use methods intended for time-to-event data, such as the log
rank test. Meta-analysis would then be based on the methods described
in the following section. However, it is possible to use the
Mantel–Haenszel method by suitably modifying the sample size to allow
for loss to follow up, as was done by Bruinvels et al.25 to combine data
from several studies. Unusually, these authors used the risk difference as
effect measure, on the grounds that the odds ratio is intuitively hard to
interpret (see Chapter 16). (Their meta-analysis was of non-randomised
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intervention studies rather than prognostic studies, although the statisti-
cal principles are the same.)

Some prognostic studies relate to time-specific events, most notably
studies in pregnancy or surgery. In such cases one can also treat the
problem using the framework of a diagnostic study (Chapter 14). For
example, in their systematic review of eight studies of intrapartum umbili-
cal artery Doppler velocimetry as a predictor of adverse perinatal outcome,
Farrell et al.26 used positive and negative likelihood ratios (see Chapter 14).

Outcome is time to event
When the time to event is explicitly considered for each individual in

a study, the data are analysed using “survival analysis” methods – most
often the log rank test for simple comparisons or Cox regression for
analyses of multiple predictor variables or where one or more variables
is continuous. By analogy with logistic regression discussed above, these
analyses yield hazard ratios, which are similar to relative risks. Log rank
statistics and log hazard ratios can be combined using the Peto method
or the inverse variance method respectively (see Chapter 15). Although
in principle it would also be possible sometimes to combine estimated
Kaplan–Meier survival probabilities at a single time point, it is unlikely
that adequately detailed data will be presented.

Practical difficulties are likely to make meta-analysis much more
difficult than the preceding explanation suggests. Most obviously, the
hazard ratio is not always explicitly presented for each study. Parmar et
al.27 described a number of methods of deriving estimates of the
necessary statistics in a variety of situations. For example, an estimate
can be derived from the P value of the log-rank test. Of note, they also
explain how to estimate the standard errors of these estimates.

Several authors have proposed more complex methods for combining
data from studies of survival.28,29 All can be applied in this context if it is
possible to extract suitable data, but some require even more data than
the basic items just discussed. As is true more generally, the use of
sophisticated statistical techniques may be inappropriate when several
much more basic weaknesses exist. Indeed, some reviewers (for
example, Fox et al.30) have had to summarise the findings of the primary
studies as P values as it is very difficult to extract useful and usable
quantitative information from many papers. For some studies the direc-
tion of the association between the prognostic factor and outcome may
even not be clear.

General issues
The preceding comments implicitly assume that the prognostic

variable was handled in a like manner in all studies. In practice this will
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often not be the case. In the simplest case, researchers may all have
dichotomised but using different cutpoints. A meta-analysis is possible
comparing “high” and “low” values, using whatever definition was used
in the primary studies, but interpretation is not simple. Patients with the
same values would be “high” in some studies and “low” in others. It is
important to recognise that, in a given study, moving the cutpoint to a
higher value increases the mean in both the high and low groups. This
phenomenon is known as “stage migration” as discussed, for example,
by Feinstein et al.31 At the very least this is a source of heterogeneity,
and its effect is amenable to study. As noted above, the analysis will be
biased if any studies used a cutpoint derived by the minimum P value
method.

When authors have presented results for more than two categories it may
be impossible to combine estimates. In some situations it is possible to
convert results from a group of studies with diverse categorical presentation
to the same format. Chêne and Thompson32 presented a method that can
be used when results relate to groups defined by different quantiles of the
observed distribution of data values, and can combine these with estimates
from ungrouped analyses. In practice, it is likely that studies have used a
mixture of categorical and continuous representations of the prognostic
variable which cannot be combined in any simple manner.

Some of these difficulties are illustrated in the following case study.

Case study: Cathepsin D and disease-free survival in 
node-negative breast cancer

Ferrandina et al.33 described a meta-analysis of 11 studies which
examined the relation between cathepsin D (a proteolytic enzyme) and
disease-free survival (time to relapse) in node-negative breast cancer.
Their inclusion criteria included the presentation of outcome separately
for groups with “high” and “low” cathepsin D values. Studies were
included if they had used a cytosol assay with a cutpoint in the range
20–78 pmol/mg or a semiquantitative method based on histochemical
assay. It is not clear why this range was chosen. It seems that no studies
were excluded because they treated cathepsin D values as a continuous
variable. Some studies were excluded because they did not present
results separately for patients with node-negative breast cancer and
others because they reported overall survival rather than disease-free
survival. These exclusions are carefully documented in an appendix.
The authors apparently did not evaluate methodological quality and
included all studies that had relevant data. The studies are summarised
in Table 13.4.

The authors had used a variety of cutpoints in the range 20–78
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pmol/mg derived by various methods. As a consequence, the proportion
of patients classified as “high” varied markedly across studies.
Ferrandina et al.33 also noted that inter-study heterogeneity in the
relative risk was “remarkably high”, which was probably partly due to
the use of the minimum P value method in some studies. The use of
optimal cutpoints will also have led to an exaggeration of the prognostic
importance of cathepsin D in some studies. It is regrettable, therefore,
that they did not specify which studies used this approach, and did not
present results in relation to the method of deriving the cutpoint.

P values from individual studies are shown. In addition, values
extracted from survival curves were used to produce estimates of the
log-rank odds ratio for different time intervals from the start of follow
up.29,34 In this case the authors produced estimates for each 12-month
period up to 84 months. The estimated pooled odds ratios were
remarkably consistent across these periods, varying only between 0·53
and 0·62. As noted, however, these values are biased to an unknown
extent by inclusion of an unspecified number of studies which had used
a data-derived cutpoint. The authors noted that the results were similar
when they excluded those studies which had not used a cytosol assay.
There was some indication that the findings were not as strong in those
studies using an immunohistochemical method.

Overall the conclusion that cathepsin D does have some prognostic
value is probably fair, but the quantitative results are unreliable, which
puts into question the considerable effort in obtaining them.
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Table 13.4 Some characteristics of 11 studies included in the meta-analysis of
Ferrandina et al.33

First author Sample Cutoff Percentage Assay P
size (pmol/mg) positive

Thorpe 119 78 22% ELISA 0·06
Kute 138 39 28% RIA 0·0001
Tandon 199 75 32% WB 0·0001
Janicke 97 50 34% ELSA 0·08
Isola 262 * 36% IHC 0·0001
Kandalafi 135 * 38% IHC 0·07
Pujol 64 20 40% ELISA 0·07
Spyratos 68 45 43% ELISA 0·001
Namer 246 35 46% ELSA NS
Ravdin 927 54 50% WB, IHC NS
Seshadri 354 25 67% ELSA NS
Thorpe 71 24 70% ELISA 0·04

*Positivity defined from immunohistochemical assay.
NS: not significant (P > 0·05).



Studies of many prognostic factors
The above discussion has concentrated on the case where there is a single

prognostic or risk factor of prior interest. Some systematic reviews consider
a set of research studies where the aim was to investigate many factors
simultaneously, to identify important risk factors. The primary studies here
are likely to be even more variable than those examining a specific factor,
and there is considerable risk of false-positive findings in individual studies.
Systematic review of these exploratory studies is certainly desirable, but it
is unlikely that there will often be scope for sensible meta-analysis.

Problems of such studies include the examination of different factors,
reporting of only the statistically significant factors, possibly without
declaring which had been examined, and a mixture of adjusted and
unadjusted estimates (with the latter adjusted for a variety of other
variables). Pooling of quantitative estimates will be problematic. Ankum
et al.35 produced pooled estimates of odds ratios associated with various
risk factors for ectopic pregnancy. Studies varied in their design and
identified different risk factors. Results for individual factors were based
on between one and ten studies. They did not comment on the
methods used in the primary studies to develop estimates of risk.

Randolph et al.36 presented a checklist of ten questions to ask
regarding a study reporting a clinical prediction tool.

Discussion

While it is clearly desirable that the principles of the systematic review
should be extended to studies of prognosis, it is abundantly clear that
this is by no means straightforward. The prognostic literature features
studies of poor quality and variable methodology, and the difficulties are
exacerbated by poor reporting of methodology. The poor quality of the
published literature is actually a strong argument in favour of systematic
reviews but simultaneously also an argument against formal meta-analy-
sis. To this end, it is valuable if a systematic review includes details of
the methodology of each study and its principal numerical results.

As discussed above, there are particular issues for prognostic studies
that make meta-analysis based on published information difficult or
impossible. One is the way continuous prognostic variables have been
analysed, which usually varies among studies. Another is the adjustment
for other prognostic variables, which is not always done and when done
is likely to be poorly reported37 and the adjustment made for different
variables. While meta-analyses may sometimes be useful, especially
when the study characteristics do not vary too much and only the best
studies are included, the findings will rarely be convincing. The main
outcome from such systematic reviews may well be the realisation that
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there is very little good quality information in the literature. Even an
apparently clear result may best be seen as providing the justification for
a well-designed prospective study.38 For these and other reasons, some
authors have suggested that meta-analysis of the published literature will
rarely be justified for prognostic studies.3,24

By contrast, meta-analysis based on individual patient data (Chapter
6) is highly desirable. Among several advantages of individual patient
data, it is possible to analyse all the data in a consistent manner. Such
meta-analysis of the raw data from all (or almost all) relevant studies is
a worthy goal and there have been some notable examples, especially in
a more epidemiological setting.39 Apart from the considerable resources
needed to carry out such a review (Chapter 6), in most cases it is likely
that many of the data sets will be unobtainable. However, a careful
collaborative re-analysis of the raw data from several good studies may
well be more valuable than a more superficial review which mixes good
and poor studies. Two examples of such collaborative meta-analyses of
raw data are a study of the relation between alcohol consumption and
development of breast cancer40 and a study of the relation between
vegetarian diet and mortality.41 The same approach has also been
adopted in some reviews of multiple prognostic variables.42,43 Clearly, the
suitability of this less than systematic approach will depend upon the
representativeness of the studies being analysed, which may be hard to
establish. Studies for which individual patient data are available may be
unrepresentative of all studies. It may be possible, however, to combine
individual patient data with summary statistics from studies for which
the raw data were not available.44

It is particularly important to recognise that individual studies that are
open to bias may distort the results of a subsequent meta-analysis.
Evaluation of study quality is thus essential, although it is not always
done (see case study above). When examined critically, a high propor-
tion of prognostic studies are found to be methodologically poor.6,45

Prognostic studies are generally too small, and too poorly designed and
analysed to provide reliable evidence. Fox et al.30 noted that their review
“highlights the need for journal editors to have a minimal set of criteria
for accepting papers on prognostic factors”. Similar sentiments were
expressed by Ferrandina et al.33 in their review (described above). Some
suggested guidelines have appeared,3,10 but there is little evidence that
methodological guidelines are observed by authors or editors, and they
would be unlikely to influence research in other medical specialties.
Progress may depend upon developing a consensus regarding the main
methodological requirements for reliable studies of prognostic factors, as
has happened for randomised trials.46

As a consequence of the poor quality of research, prognostic markers
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may remain under investigation for many years after initial studies
without any resolution of the uncertainty. Multiple separate and unco-
ordinated studies may actually delay the process of defining the role of
prognostic markers. Cooperation from the outset between different
research groups could lead to clear results emerging more rapidly than
is commonly the case.

In relation to the ten methodological standards they suggested, Marx
and Marx10 noted that “rather than create a rigid scoring system for
quality, our aim was to describe general methodologic problems that
investigators could note and try to avoid in future research”. Systematic
reviews can thus draw attention to the paucity of good quality evidence
and, we may hope, help to improve the quality of future research.
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14 Systematic reviews of
evaluations of diagnostic and
screening tests
JONATHAN J DEEKS

Summary points

• The main differences between systematic reviews of studies of diagnostic
accuracy and systematic reviews of randomised controlled trials arise in
the identification of studies, assessments of the potential for bias and the
methods used to statistically combine their results.

• Electronic literature searches for reviews of diagnostic accuracy can be
difficult due to a lack of suitable design-related indexing terms.

• Empirical research suggests that the most important aspects of study
quality include the selection of a clinically relevant cohort, the consistent
use of a single good reference standard, and the masking of experimental
and reference test results. Incomplete reporting is also associated with
bias.

• The choice of a statistical method for pooling study results depends on
the sources of heterogeneity, especially variation in diagnostic thresholds
(whether through explicit numerical differences in cutpoints, or natural
variation between locations and operators).

• Sensitivities, specificities and likelihood ratios may be combined directly
if the results are reasonably homogeneous. When a threshold effect
exists, the study results may best be summarised as a summary receiver
operating characteristic (ROC) curve. Such a curve can prove difficult
to interpret and apply in practice. When study results are strongly
heterogeneous it may be most appropriate not to attempt statistical
pooling.

• The full evaluation of the performance of a diagnostic test involves
studying test reliability, diagnostic accuracy, diagnostic and thera-
peutic impact, and the net effect of the test on patient outcomes.
Separate systematic reviews can be performed for each of these
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aspects of test evaluation depending on the availability of suitable
studies.

Tests are routinely used in medicine to screen for, diagnose, grade and
monitor the progression of disease. Diagnostic information is obtained
from a multitude of sources, including imaging and biochemical tech-
nologies, pathological and psychological investigations, and signs and
symptoms elicited during history-taking and clinical examinations.1 Each
item of information obtained from these sources can be regarded as a
result of a separate diagnostic or screening “test”, whether it is obtained
for the purpose of identifying diseases in sick people, or for detecting
early disease in asymptomatic individuals. Systematic reviews of assess-
ments of the reliability, accuracy and impact of these “tests” are essential
to guide optimal test selection and the appropriate interpretation of test
results.

To make sense of a diagnostic investigation a clinician needs to be able
to make an inference regarding the probability that a patient has the disease
in question according to the result obtained from the test. Tests rarely
make a diagnosis 100% certain, but they may provide enough information
to rule-in or rule-out a diagnosis in a pragmatic manner.2,3 That is, they
may make a diagnosis certain enough for the expected benefits of treating
the patient to outweigh the expected consequences of not treating them.
This chapter focuses on systematic reviews of studies of diagnostic
accuracy which describe the probabilistic relationships between positive
and negative test results and the presence or absence of disease, and there-
fore indicate how well a test can separate diseased from non-diseased
patients.

Rationale for undertaking systematic reviews of 
studies of test accuracy

Systematic reviews of tests are undertaken for the same reasons as
systematic reviews of therapeutic interventions: to produce estimates of
performance based on all available evidence, to evaluate the quality of
published studies, and to account for variation in findings between
studies.4–7 Reviews of studies of diagnostic accuracy, in common with
systematic reviews of randomised controlled trials, involve key stages of
question definition, literature searching (see Chapter 4), evaluation of
studies for eligibility and quality (see Chapter 5), data extraction and data
synthesis (see Chapter 9 and Chapter 15). However, the details within
many of the stages differ. In particular, the design of test accuracy evalua-
tions differs from the design of studies that evaluate the effectiveness of
treatments, which means that different criteria are needed when assessing
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study quality and the potential for bias. Additionally, each study reports a
pair of related summary statistics (for example, sensitivity and specificity)
rather than a single statistic, requiring alternative statistical methods for
pooling study results.

Systematic reviews of randomised controlled trials are often justified
on the grounds that they increase statistical power: by assimilating
participants recruited to a series of trials they increase our ability to
detect small but clinically important differences in outcomes between
treated and control groups. Statistical power is rarely discussed in
studies of diagnostic accuracy as they do not compare two groups, and
they do not formally test hypotheses. However, increasing sample size
by pooling the results of several studies does improve the precision of
estimates of diagnostic performance. Whilst it has not been formally
documented that individual studies of test performance are on average
too small, informal reviews of the literature usually reveal that individual
studies often estimate test sensitivity in particular, on the basis of a very
small sample of cases, especially when the disease is rare. Pooling
results across studies provides an opportunity to improve the precision
of these estimates, and to investigate the consistency of test performance
and compare results between studies of different designs and from
different settings.

In this chapter I provide an overview of the most established methods
and current issues in undertaking systematic reviews of diagnostic tests.
Whilst the science of systematically reviewing studies of test accuracy is
developing fast, the methods are less established than those for review-
ing randomised controlled trials. I will highlight some deficiencies of
current methodologies and knowledge that limit their usefulness and
application.

Features of studies of test accuracy

Studies of test performance (or accuracy) compare test results between
separate groups of patients with and without the target disease, each of
whom undergoes the experimental test as well as a second "gold standard"
reference test. The relationship between the test results and disease status
is described using probabilistic measures, such as sensitivity, specificity and
likelihood ratios. It is important that the results of the reference test are very
close to the truth, or else the performance of the experimental test will be
poorly estimated.8 To achieve this, reference tests sometimes involve
combining several pieces of information, undertaking invasive procedures,
or following the patient for lengthy periods of time.
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Summary measures of diagnostic accuracy

Sensitivity, specificity and likelihood ratios
Both the reference and experimental diagnostic tests may naturally

report the result as a binary classification (disease present / disease absent).
This allows the results to be presented in a 2�2 table, with individuals
classified as true positives (TP) and true negatives (TP) (correct test
results), or false positives (FP) and false negatives (FN) (incorrect test
results). The standard summaries of sensitivity, specificity and likelihood
ratios are calculated from the numbers of individuals classified as TP, TN,
FP and FN, as shown in Box 14.1. Note that all these calculations are
undertaken on the columns, and give the same results if the numbers of
participants with the disease and the numbers without the disease within
the study sample change. These values are therefore not directly affected by
changes in the prevalence of the disease in the study sample.

In some circumstances the test under assessment will yield results as a set
of ordered categories, perhaps derived from a continuous measurement.
For example, the results of magnetic resonance imaging scans for detecting
the presence of some anatomical feature may be reported as definitely
positive, probably positive, unclear, probably negative or definitely negative.
Sensitivity and specificity apply naturally only in situations where there are
two categories of results, but can be calculated in these situations by select-
ing a diagnostic threshold to define positive and negative test outcomes.9

The results can then be presented in a 2�2 table combining categories
above and below the threshold (for example, combining definitely and
probably positive compared to combining unclear or definitely or probably
negative). Different thresholds will produce different sensitivities and
specificities. When several thresholds have been considered for a single set
of data the diagnostic characteristics of the test can be illustrated graphically
using a graph known as a receiver operating characteristic (ROC) plot of the
true positive rate (sensitivity) against the false positive rate (1 – specificity).
This plot is explained in detail in Box 14.2.

A likelihood ratio describes how many times a person with disease is
more likely to receive a particular test result than a person without disease.
Binary tests have two likelihood ratios: a positive likelihood ratio (LR +ve)
(usually a number greater than one) and a negative likelihood ratio (LR
–ve) (usually a number between zero and one).

A guide to using likelihood ratios in clinical practice suggests that
positive likelihood ratios greater than 10 or negative likelihood ratios
less than 0·1 can provide convincing diagnostic evidence, whilst those
above 5 and below 0·2 give strong diagnostic evidence, although this
depends on the pre-test probability and the context to which they are
applied.10
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Likelihood ratios can be applied in clinical practice to update an
individual’s estimated chances of disease according to their test result using
Bayes’ theorem11: the post-test odds that a patient has the disease are
estimated by multiplying the pre-test odds by the likelihood ratio. Simple
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Box 14.1 Calculation of sensitivity, specificity and 
likelihood ratios

The sensitivity is the proportion of those with disease who have positive
test results:

Sensitivity = number of true positives/total with disease

The specificity is the proportion of those without disease who have
negative test results:

Specificity = number of true negatives/total without disease

The positive likelihood ratio is the ratio of the true positive rate to the
false positive rate:

LR +ve = (number of true positives/total with disease)/
(number of false positives/total without disease)

LR +ve = sensitivity/(1 – specificity)

The negative likelihood ratio is the ratio of the false negative rate to the
true negative rate:

LR –ve = (number of false negatives/total with disease)/
(number of true negatives/total without disease)

LR –ve = (1 – sensitivity)/specificity

Participants

With disease Without disease
Test

results

Positive test Total positive

Negative test Total negative

False positives

False   negatives True negatives

True positives

Total with
disease

Total without
disease



nomograms are available1,3,12 for this calculation which avoid the need to
convert probabilities to odds and vice versa (see Chapter 16 for a detailed
explanation of the differences between odds and probabilities). Likelihood
ratios are also a preferable measure of diagnostic performance when test
results are reported in more than two categories, as they can be calculated
separately for each category, making best use of all available diagnostic
information.
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Box 14.2 Receiver operating characteristic (ROC)
curves

ROC curves are used to depict the patterns of sensitivities and specificities
observed when the threshold at which results are classified as positive or
negative changes. Figure 14.1 shows a ROC curve from a study of the
detection of endometrial cancer by ultrasound measurement of endometrial
thickness.13 Women with endometrial cancer are likely to have increased
endometrial thicknesses: very few women who do not have cancer will have
thicknesses exceeding a high threshold whereas very few women with
endometrial cancer will have thicknesses below a low threshold. This pattern
of results is seen in the figure, with the 5 mm threshold demonstrating high
sensitivity (0·98) and poor specificity (0·59), whilst the 25 mm threshold
demonstrates poor sensitivity (0·24) but high specificity (0·98).

Figure 14.1 ROC plot for detecting endometrial cancer by endovaginal
ultrasound.



The diagnostic odds ratio
Summaries of diagnostic accuracy describe either how well the test works

in those with the disease and those without (sensitivity and specificity), or
the discriminatory properties of the positive and negative test results
(positive and negative likelihood ratios). The ROC plot clearly demon-
strated the trade-off for tests between high sensitivity and high specificity: a
similar tension also exists between positive and negative likelihood ratios.
These trade-offs are inconvenient when we consider how to combine the
results, as the measurements within each pair are interdependent, and
therefore cannot be considered separately. However, sensitivities and
specificities, and positive and negative likelihood ratios, can be combined
into the same single summary of diagnostic performance, known as the
diagnostic odds ratio. This statistic is not easy to apply in clinical practice
(it describes the ratio of the odds of a positive test result in a patient with
disease compared to a patient without disease), but it is a convenient
measure to use when combining studies in a systematic review as it is often
reasonably constant regardless of the diagnostic threshold. The diagnostic
odds ratio (DOR) is defined as:

where TP, TN, FP, FN are the numbers of true positive, true negative, false
positive and false negative diagnoses, as denoted in the 2�2 table in Box
14.1. It is necessary to add a small quantity (typically 0·5) to the all four
counts if any of them are zero before computing this statistic to avoid
computational problems (see Chapter 15). Some authors advise doing this
routinely to all studies.5

The diagnostic odds ratio can also be computed from the sensitivity and
specificity or from the likelihood ratios as:

  
DOR

TP TN
FP FN

= ×
×

,
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The overall diagnostic performance of a test can be judged by the position
of the ROC line. Poor tests have ROC lines close to the rising diagonal, whilst
the ROC lines for perfect tests would rise steeply and pass close to the top
left-hand corner, where both the sensitivity and specificity are 1. Later in the
chapter I will consider the issue of whether ROC curves are symmetrical –
this curve demonstrates reasonable reflective symmetry around the indicated
line, but it is not perfectly symmetrical. This means that the overall diagnos-
tic performance (the diagnostic odds ratio, see main text) varies somewhat
according to the cutpoint chosen for endometrial thickness.



where LR +ve is the likelihood ratio for a positive result, and LR –ve is the
likelihood ratio for a negative result. Examples of diagnostic odds ratios for
different sensitivities, specificities, and positive and negative likelihood
ratios are given in Table 14.1.

Note that when a test provides no diagnostic evidence (sensitivity +
specificity = 1) the diagnostic odds ratio is 1, which corresponds to the
rising diagonal in Figure 14.1. Considering diagnostic odds ratios that
correspond to Jaeschke’s guides10 for convincing and strong diagnostic
evidence gives a gauge to values of the DOR which could be usefully high.
A DOR of 25 could for example, correspond to a positive likelihood ratio
of 5 and negative likelihood ratio of 0·2, whilst a DOR of 100 may
correspond to a positive likelihood ratio of 10 and a negative likelihood
ratio of 0·1, if both criteria are met in the same test. For the data in Figure
14.1, the DORs for the cutpoints of 25 mm, 20 mm, 15 mm and 10 mm
are 19, 19, 22, and 29 respectively, around Jaeschke’s values for strong
diagnostic evidence.

  

DOR

sensitivity
sensitivity

specificity
specificity

LR ve
LR ve

=
–

– –

1

1













= +
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Table 14.1 Examples of diagnostic odds ratios.

Sensitivity Specificity LR +ve LR –ve Diagnostic OR

0·50 0·50 1·0 1·00 1·0
0·60 0·60 1·5 0·67 2·3
0·70 0·70 2·3 0·43 5·4
0·80 0·80 4·0 0·25 16·0
0·90 0·90 9·0 0·11 81·0
0·95 0·95 19·0 0·05 361·0
0·99 0·99 99·0 0·01 9801·0

0·90 0·60 2·3 0·17 13·5
0·90 0·70 3·0 0·14 21·0
0·90 0·80 4·5 0·13 36·0

0·95 0·60 2·4 0·08 28·5
0·95 0·70 3·2 0·07 44·3
0·95 0·80 4·8 0·06 76·0
0·95 0·90 9·5 0·06 171·0

0·99 0·60 2·5 0·02 148·5
0·99 0·70 3·3 0·01 231·0
0·99 0·80 5·0 0·01 396·0
0·99 0·90 9·9 0·01 891·0
0·99 0·95 19·8 0·01 1881·0



It is important to note that whilst the diagnostic odds ratio summarises
the results into a single number, crucial information contained in
sensitivity and specificity or in likelihood ratios is discarded. Notably, it
cannot distinguish between tests with high sensitivity and low specificity
and tests with low sensitivity and high specificity. For example, the
DOR for a test with a sensitivity of 0·90 and specificity of 0·60 is
exactly the same as the DOR for a test with sensitivity 0·60 and speci-
ficity 0·90.

Predictive values
A fourth set of measures of diagnostic performance, predictive values,

describe the probabilities that positive or negative test results are correct,
and are calculated as indicated in Box 14.3. Note that in contrast to the
calculations in Box 14.1, the calculations of predictive values are under-
taken on the rows of the 2�2 table, and therefore do depend on the
prevalence of the disease in the study sample. The more common a
disease is, the more likely it is that a positive result is right and a negative
result is wrong. Whilst clinicians often consider predictive values to be the
most useful measures of diagnostic performance when interpreting the
test results of a single patient, they are rarely used in systematic reviews.
Disease prevalence is rarely constant across studies included in a
systematic review, so there is often an unacceptably high level of hetero-
geneity among positive and negative predictive values, making them
unsuitable choices of effect measures. There is an analogy here with the
estimation of risk differences in systematic reviews of RCTs (Chapter 16),
which are the easiest summary statistics to understand and apply, but are
rarely the summary of choice for a meta-analysis as they are commonly
heterogeneous across trials.

However, predictive values can be estimated indirectly from the results
of systematic reviews. The predictive values of a test can be thought of as
post-test probabilities, and hence estimated from summary likelihood
ratios by application of Bayes’ Theorem11 as described previously. In this
situation the pre-test probability is estimated by the population prevalence:
application of the positive likelihood ratio yields the positive predictive
value. The negative predictive value can be calculated by application of the
negative likelihood ratio, and subtracting the resulting post-test probability
from one.

Systematic reviews of studies of diagnostic accuracy

There are three major ways in which systematically reviewing studies of
diagnostic accuracy differs from reviewing therapeutic interventions: the
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choice of search terms for electronic literature searches, the criteria for the
assessment of study quality, and the methods for the statistical combination
of results.

Literature searching

The identification of studies for a systematic review typically involves
undertaking both electronic and manual searches. The manual searches
may include hand-searching key or or unindexed journals, reviewing
reference lists and bibliographies, and contacting experts (see Chapter 5).
This process is no different for systematic reviews of diagnostic accuracy
than for reviews of randomised controlled trials.

However, electronic database searches for studies of diagnostic accuracy
can be more difficult and less productive than those for randomised trials.
Occasionally a simple search using just the test name will prove to be
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Box 14.3 Calculation of positive and negative 
predictive values

The positive predictive value (PPV) is the proportion of those with
positive test results who have the disease:

PPV = number of true positives/total positive

The negative predictive value (NPV) is the proportion of those with
negative test results who do not have the disease:

NPV = number of true negatives/total negative

Participants

With disease Without diseaseTest
results

Positive test

Negative test

False positives

False negatives

True positives

True negatives

Total positive

Total negative



sensitive, but many diagnostic technologies (such as ultrasound, x rays, and
serology tests) are used across a variety of fields in medicine, so that a
mixture of appropriate and inappropriate studies will be retrieved, and the
search will not be specific. Including terms for the disease in the search may
help.

Names of diagnostic tests may also be routinely mentioned in the
abstracts of studies of other designs, such as in the descriptions of entry
criteria for randomised controlled trials. This can lead to searches retriev-
ing large numbers of irrelevant studies. Research has been undertaken to
develop methodological search filters to identify the studies that are most
likely to consider diagnostic accuracy.14,15 A summary of the indexing terms
and text-words that have been found to be useful for locating studies of
diagnostic accuracy is given in Table 14.2.

The indexing term “sensitivity-and-specificity” appears to be the most
appropriate for these studies, but it is inconsistently used and insensitive.
The alternative MeSH term “diagnosis” includes a whole tree of additional
terms and consequently has low specificity. The term “diagnosis” can more
usefully be used as a subheading added to a disease term to limit a search
to articles concerning the diagnosis of the particular disease. The increased
use of words like “sensitivity”, “specificity”, “predictive value” and
“likelihood ratio” in reporting results also make them useful candidates for
textwords to include in a methodological filter.
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Table 14.2 Useful MEDLINE search terms for detecting studies of diagnostic
accuracy.14,15

Useful subject headings (MeSH terms)
Explode “SENSITIVITY-AND-SPECIFICITY”/ all subheadings
Explode “MASS-SCREENING”
“PREDICTIVE-VALUE-OF-TESTS”
“ROC-CURVE”

Textwords
Specificit* Sensitivit*
False negative* Predictive value*
Accuracy Likelihood ratio*
Screening

Sub-headings
Sub-headings are used with other subject headings to limit the type of articles retrieved. The
sub-heading /diagnostic use can be added to names of agents, investigations, etc. to restrict the
findings to those mentioning using the agent or investigation for diagnostic purposes. Similarly
the subheading /diagnosis can be added to names of diseases to identify articles on those
diseases associated with diagnosis, likewise the subheading /pathology. However the rigor with
which subheadings are applied in the indexing of medical journals is unclear.



Assessment of study quality

Selection of study sample
The ideal study sample for inclusion in a review is a consecutive (or

randomly selected) series of patients recruited from a relevant clinical
population. Selection bias may be introduced by selecting patients for
inclusion in a non-random manner. This can present as a form of spectrum
bias (see below) that arises whenever the study population is not represen-
tative of the spectrum of diseases within which the test will be applied in
practice.16

In practice it is often easier to recruit patients with out or without disease
as separate groups, as in a case-control study. This can lead to bias,
however, as detection rates vary according to the severity of disease, and the
chances of receiving a falsely positive diagnosis will vary between patients
according to the the alternative diseases that they do have. Choosing cases
that have already been identified as having the disease will introduce bias
into the estimates of test sensitivity, choosing controls that are completely
healthy will introduce bias into the estimates of test specificity. For
example, Table 14.3 shows for hypothetical data sensitivities for three
stages of disease (“early”, “intermediate”, “advanced”) and in Table 14.4
specificities for two alternative diseases within the differential diagnosis
(alternative “X” and alternative “Y”) as well as for healthy subjects. A case-
control design may sample cases solely from those with “intermediate” and
“advanced” disease. This gives very high estimates of sensitivity: much
higher than those observed in the general practice and hospital samples that
contain a more typical mixture of patients. Similarly, use of a group of
healthy controls gives artificially high estimates of specificity, higher than
those which will be encountered in practice where some of the patients on
whom the test will be used are not healthy but actually have other routinely
encountered diseases.
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Table 14.3 Effect of spectrum bias on sensitivity.

Spectrum of disease

Disease grade Sensitivity Cases in General practice Hospital
case–control study

(n = 100) (n = 100) (n = 100)

Early 0·50 0 80 20
Intermediate 0·75 20 15 30
Advanced 1·00 80 5 50
Observed sensitivity 0·95 0·56 0·83



As well as being selected in the correct manner, it is also important that
the study samples are selected from similar healthcare settings. This is
more a matter of the applicability of a study rather than study quality.
Importantly, it is possible that the spectrum of disease and alternative
diagnoses varies between different points in the health care referral process,
such as between primary and secondary care. To illustrate this point,
consider the hypothetical data in Table 14.3 and Table 14.4 again. The
general practice sample relates to a point early in the referral process where
the majority of diseased patients have early disease, or an alternative
condition “Y”. The hospital sample is more typical of a secondary care
stage of the referral process where there are many more patients with
advanced disease, and fewer with the alternative condition “Y” (who may
have been treated in primary care or referred elsewhere). As the sensitivity
and specificity are not constant across the spectrum of disease or across the
alternative conditions, the observed values of test sensitivity and specificity
in the two samples differ. This variation has nothing directly to do with
disease prevalence within the study group: although it is likely that the
prevalence of the disease will also differ between points in a referral process,
the observed sensitivity and specificity will only change if the proportionate
mix of the spectrum of diseased and non-diseased patients varies as well.
Variation in prevalence may be a hint of the presence of spectrum bias, but
it is not its cause.

Ascertainment of reference diagnosis
The selection of a good reference standard is crucial. Typically the

reference standard is considered a “gold standard”, and the comparison is
one-sided: if there are any disagreements between the reference standard
and the experimental test it is always assumed that the experimental test is
incorrect.

It is important that the two tests are based on independent measure-
ments. In some circumstances the reference diagnosis may be made on the
basis of a battery of clinical tests and other available clinical evidence. If this
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Table 14.4 Effect of spectrum bias on specificity.

Spectrum of alternative diagnoses

Disease Specificity Controls in General practice Hospital
case–control study

(n = 100) (n = 100) (n = 100)

Alternative “X” 0·30 0 30 75
Alternative “Y” 0·95 0 65 25
Healthy adults 0·99 100 5 0
Observed specificity 0·99 0·76 0·46



is the case, the battery of results should not include the experimental test
result, or else diagnostic accuracy will most likely be overestimated. Such
an effect is known as incorporation bias.16

Verification bias is a problem when the decision to undertake the
reference investigation is influenced by the result of the experimental test
or other factors which indicate that the disease is unlikely,17 as clinicians
are often hesitant in using an invasive test in these circumstances. There
are two levels of incomplete verification: partial verification where not all
participants undergo the reference investigation, and differential verifica-
tion where different reference tests are used according to the results of the
experimental test. Partial verification bias usually leads to the numbers of
true negative and false negative participants being reduced, so that
sensitivity is biased upwards and specificity biased downwards. In
contrast, differential verification bias may lead to both estimates being
biased upwards.

Blinding
Blinding involves each test being undertaken and interpreted without

knowledge of the result of the other. This is especially important for tests
that involve subjective judgements, such as those that rely on human
perceptions in interpreting images and sounds.

Other aspects of design
Another important aspect of quality is whether both diagnostic tests were

undertaken before any treatment was started. Where this does not occur a
treatment paradox can be introduced: patients who are diagnosed with the
disease at the first test can be treated and cured before the second test, and
misclassified as false positives or false negatives depending on which test
was used first.18

Inclusion of the test results of all participants in the analysis is important.
Many tests report some results as being in a grey-zone, or occasionally as test
failures. Although including these outcomes in an analysis is not always
straightforward, ignoring them will present a test more favourably than is
justified.

Aspects of the quality of reporting
Ideally a study report should include clear descriptions of the reference

and experimental tests, with definitions of positive and negative outcomes
for both, and descriptions of demographic characteristics, co-morbidities,
the source and referral history of the patients.
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Empirical evidence of bias
Lijmer et al. have recently undertaken an empirical study to evaluate

which of these particular aspects of design and execution are of most
importance.19 They analysed the results of 218 test evaluations from 18
separate meta-analyses to determine which features of studies of diagnostic
accuracy alter the observed diagnostic performance. A full summary of
their results is given in Table 14.5. The relative diagnostic odds ratios
describe how many times greater the diagnostic odds ratio was for studies
with the characteristic: relative diagnostic odds ratios greater than one
therefore indicate increases in observed diagnostic accuracy.

Table 14.5 Impact of aspects of study quality on diagnostic odds ratios.19

Feature Relative diagnostic odds ratios
(95% CI)

Case–control design rather than clinical cohort 3·0 (2·0 to 4·5)
Different reference tests according to test result 2·2 (1·5 to 3·3)
Partial verification of cases 1·0 (0·8 to 1·3)
Assessors not blinded 1·3 (1·0 to 1·9)
Cases were non-consecutive 0·9 (0·7 to 1·1)
Retrospective study design 1·0 (0·7 to 1·4)
No description of the test 1·7 (1·1 to 2·5)
No description of the population 1·4 (1·1 to 1·7)
No description of the reference test 0·7 (0·6 to 0·9)

Their study provided evidence that case-control study designs over-
estimated diagnostic accuracy and that this was the greatest potential
source of bias, although very few of the studies included in their analysis
were of this design. Studies using differential reference standards were also
found to overestimate diagnostic performance compared to those using the
same reference standard for both, whilst partial verification did not
introduce a consistent effect. Unblinded studies were on average more
likely to overestimate diagnostic accuracy.

Lijmer et al. also noted that the omission of reporting specific details of a
study was associated with systematic differences in results.

Incorporation of quality assessments in a systematic review
Several authors have developed checklists for assessing the quality of a

diagnostic accuracy evaluation6,7,20–22 although not all of these have been
designed specifically for use in a systematic review. However, these check-
lists were developed prior to Lijmer’s empirical evaluation of aspects of
quality, and may require updating and consolidating.

To be reliable, a systematic review should aim to include only studies of
the highest scientific quality, as assessed according to the criteria listed
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above. Systematic reviews should aim either to exclude studies which do
not meet these criteria and are susceptible to bias, or alternatively to
include studies with a mixture of quality characteristics and explore the
differences.5,7 Whichever approach is adopted, it is essential that the quality
of the studies included in the review is assessed and reported, so that
appropriately cautious inferences can be drawn.

Meta-analysis of studies of diagnostic accuracy

As with systematic reviews of RCTs it is not essential that every
systematic review of studies of diagnostic accuracy includes a meta-
analysis. Meta-analysis should only be considered when the studies have
recruited from clinically similar populations, used comparable experi-
mental and reference tests, and are unlikely to be biased. Even when these
criteria are met there may still be such gross heterogeneity between the
results of the studies that it is inappropriate to summarise the performance
of a test as a single number.

Meta-analysis is a two-stage process, involving the derivation of a single
summary statistic for each study, and then computation of a weighted
average of the summary statistics across the studies (see Chapter 15).
Three general approaches commonly used to pool results of studies of
diagnostic accuracy that are described below. The selection of a method
depends on the choice of a summary statistic, and potential causes of
heterogeneity.

Sources of heterogeneity: importance of the diagnostic threshold
The choice of statistical method for combining study results depends on

the pattern of heterogeneity observed between the results of the studies.
The degree of variability between study results should first be considered
graphically by plotting the sensitivity and specificity from each study on a
ROC plot. Some divergence of the study results is to be expected by
chance, but variation in other factors, such as patient selection and features
of study design may increase the observed variability or heterogeneity,23 as
they do for randomised controlled trials (see Chapter 9).

There is also one important extra source of variation to consider in 
meta-analyses of diagnostic accuracy: variation introduced by changes in
diagnostic threshold. The studies included in a systematic review may have
used different thresholds to define positive and negative test results. Some
may have done this explicitly, for example by varying numerical cut-points
used to classify a biochemical measurement as positive or negative. For
others there may be naturally occurring variations in diagnostic thresholds
between observers or between laboratories. The choice of a threshold may
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also have been determined according to the prevalence of the disease –
when the disease is rare a low threshold may have been used to avoid large
numbers of false positive diagnoses being made. Unlike random variability
and other sources of heterogeneity, varying the diagnostic threshold
between studies introduces a particular pattern into the ROC plot of study
results. If such variation is present, the points will demonstrate curvature
that parallels the underlying ROC curve for that test, such as is illustrated
in Figure 14.1. The approach to combining studies in these situations
involves deriving the best-fitting ROC curve rather than summarising the
results as a single point. As explained below, there is a simple method to do
this that assumes that the ROC curve is symmetrical around the “sensitivity
= specificity” line, and another method for more complex situations where
the curve is asymmetrical. Examples of symmetrical and asymmetrical
ROC curves are given later in the chapter in Figures 14.6(b) and 14.6(d)
respectively.

Pooling sensitivities and specificities

The simplest method of combining studies of diagnostic accuracy is to
compute weighted averages of the sensitivities, specificities or likelihood
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Case study: Ruling out endometrial cancer with transvaginal
ultrasound
Endovaginal ultrasound (EVUS) is a non-invasive diagnostic test
which can be used to investigate causes of postmenopausal vaginal
bleeding, one of which is endometrial cancer. Smith-Bindman et al.
published a systematic review of 35 studies evaluating the diagnostic
accuracy of EVUS for endometrial cancer and other endometrial
disorders.24 All studies included in the review were of prospective
cohort designs, and used the results of endometrial biopsy, dilation
and curettage, or hysterectomy as a reference standard. Most of the
studies presented sensitivities and specificities at several EVUS thick-
nesses (the ROC curve in Figure 14.1 is in fact from one of these
studies): the authors of the review present separate analyses for each
EVUS thickness. Using this case study I will illustrate the various
methods of meta-analysis as they are described below, using the
subset of 20 studies from this review that consider the diagnostic
performance of ultrasound measurements of less than 5 mm in ruling
out a diagnosis of endometrial cancer.



ratios. This method can should only be applied in the absence of
variability of the diagnostic threshold. The possibility of a threshold effect
can be investigated before this method is used, both graphically by plot-
ting the study results on an ROC plot, and statistically, by undertaking
tests of the heterogeneity of sensitivities and specificities and investigating
whether there is a relationship between them.25 The homogeneity of the
sensitivities and specificities from the studies can be tested using standard
chi-squared tests as both measures are simple proportions. Calculation of
the correlation coefficient between sensitivities and specificities will test
whether they are related, as would be the case if there was variation in the
diagnostic threshold. If an association between the sensitivities and speci-
ficities is detected, use of weighted averages will lead to underestimation
of diagnostic performance, as the point corresponding to the average of
the sensitivities and the average of the specificities always falls below the
ROC curve.26 As an illustration of the error which could arise if a trade-off
relationship is ignored, consider averaging the six numbered points in
Figure 14.1. This gives a sensitivity of 0·67 and a specificity of 0·78,
which falls below the curve and is therefore a poor summary. Note that
when the studies in the systematic reviews have small sample sizes, tests
for heterogeneity and correlation have low statistical power, and therefore
a threshold related effect may exist but remain undetected by the statisti-
cal tests.26

Computation of an average sensitivity and specificity is straightforward.
Considering the sensitivity and specificity in each study i to be denoted as
a proportion pi,

pi =
yi ; sensitivityi =   

true positivesi ; specificityi =
true negativesi .

ni all with diseasei all without diseasei

Using an approximation to the inverse variance approach (effectively
weighting each study according to its sample size) (see Chapter 15), the
estimate of the overall proportion is

where �yi is the sum of all true positives (for sensitivity) or true negatives
(for specificity), and �ni is the sum of diseased (for sensitivity) or not
diseased (for specificity). The large sample approximation for the standard
error of this estimate is:

p
y

n

i

i
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∑

,
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More complex statistical methods, such as bootstrapping, can be used to
compute confidence intervals when samples are small, or when the
sensitivity or specificity is close to 1.27,28

  

SE(
l

.p
p p

ni

)
( – )=
∑

SYSTEMATIC REVIEWS IN HEALTH CARE

266

Case study (continued): Pooling sensitivities and specificities
Sensitivities and specificities for the 20 studies are presented in

Figure 14.2. From the graph it appears that the sensitivities are
relatively homogenous (nearly all of the confidence intervals overlap)
whereas it is clearly evident that the specificities are grossly hetero-
geneous.

Figure 14.2 Estimates from 20 studies of the sensitivity and specificity of
a 5 mm cutpoint for detecting endometrial cancer by endovaginal ultra-
sound.
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The simplest analysis pools the estimates of sensitivity and
specificity separately across the studies, but is only appropriate if
there is no variation in diagnostic threshold. Even though all these
studies claimed to use a cutpoint of endometrial thicknesses of 5 mm,
it is still possible for unobserved variation in diagnostic threshold to
occur through differences in machine calibration and measurement
technique. We can crudely test for a threshold effect by computing
the correlation between sensitivities and specificities across the 20
studies. Where sensitivities and specificities are not normally
distributed a non-parametric correlation is preferable: for these data
Spearman's rho is estimated to be 0·14, which is not statistically
significant (P=0·6).

Sensitivity
Using the formulae given above, estimates of the pooled sensitivity

and its standard error are:

yielding an overall sensitivity (95% CI) of 0·958 (0·928 to 0·977).
Using a chi-squared test to check homogeneity of sensitivities

across the studies is difficult as the assumption of minimum expected
frequencies for a chi-squared test is not met (many of studies have
expected values of less that 5 for the number of false negatives) and
computation of Fisher's exact test on a 2�20 table is not computa-
tionally trivial. An alternative likelihood ratio test gives a chi-squared
value of 31·2 on 19 degrees of freedom (P=0·04). Whilst this is
formally statistically significant, the degree of heterogeneity between
the results is small, with only one of the twenty studies (Dorum) not
including the overall value within its confidence interval. The
horizontal line on the ROC plot in Figure 14.3 corresponds to this
summary estimate and lies reasonably close to the majority of the
studies. The overall estimate for sensitivity of 0·958 therefore seems
to be a reasonable summary, and we can conclude that the test has
suitably high sensitivity for use in detecting endometrial cancer.
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Specificity
Following the same calculations as for the sensitivities the overall

estimate of mean specificity (95% CI) is 0·608 (0·590 to 0·626).
However, a chi-squared test confirms the statistical significance of the
heterogeneity observed in Figure 14.2 (�2=201, df=19, P<0·001).
The extra uncertainty arising through the between study variation can
be incorporated by use of a logistic model with adjustment to account
for overdispersion.29 This produces a confidence interval of (0·549 to
0·664), more than 3 times as wide as the original estimate. The large
between study heterogeneity is clearly evident in Figure 14.3, with the
results of many of the studies lying some distance from the summary
specificity. In such a situation it is probably inappropriate to consider
pooling specificities at all, and it may be best to note the heterogeneity
by describing the range [0·267 to 0·875] between which the
specificities were seen to vary.

Figure 14.3 Summary sensitivity and specificity (with 95% CI) for a 5 mm
cutpoint.



Case study (continued): Pooling likelihood ratios
Likelihood ratios can be estimated either from the summary

estimates of sensitivity and specificity:

or by pooling likelihood ratios calculated for each study using risk
ratio methods of meta-analysis (see Chapter 15). The pooling 
method is preferable as it allows the investigation of heterogeneity in
likelihood ratios between the studies and does not use the unreliable
estimate of specificity computed above.

Combining positive likelihood ratios using the Mantel-Haenszel
method yields an overall estimate (95% CI) of 2·38 (2·26 to 2·51).
However, as with the specificities, there is significant heterogeneity
in positive likelihood ratios between studies (Cochran's Q=187,
df=19, P<0.001), and the estimate of 2·38 is outside the 95%
confidence intervals of 8 of the 20 studies. The between study
variation can be incorporated using a DerSimonian and Laird
random effects model (positive LR (95% CI): 2·54 (2·16 to 2·98))
but again it is debatable whether combining such heterogeneous
results is sensible. In Figure 14.4 it is quite clear that the summary
positive likelihood ratio lies some distance from many of the study
values. However, regardless of whether a formal pooled estimate of
the likelihood ratio is presented, it is evident from the values of the
positive likelihood ratios across the studies (they are all well below
10) that a positive test result cannot provide convincing evidence of
the presence of endometrial cancer.
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Pooling likelihood ratios

Likelihood ratios are ratios of probabilities, and in a meta-analysis can be
treated as risk ratios (albeit calculated between the columns of a 2�2 table
and not the rows as for RCTs).30 A weighted average of the likelihood ratios
can be computed using the standard Mantel-Haenszel or inverse variance
methods of meta-analysis of risk ratios outlined in Chapter 15. The hetero-
geneity of likelihood ratios can also be tested by standard heterogeneity
tests after combining the statistics in a meta-analysis.
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Figure 14.4 Summary positive and negative likelihood ratios (with 95%
CI) for a 5 mm cutpoint.

The negative likelihood ratios show no evidence of significant
heterogeneity (Cochran's Q=27·9, df=19, P=0·09), the Mantel-
Haenszel pooled estimate (95% CI) being 0·09 (0·06 to 0·13), and the
summary line on the ROC plot in Figure 14.4 lying close to most of
the study results. This finding is very useful as it shows that an EVUS
measurement of less than 5 mm can provide reasonably convincing
evidence that rule outs endometrial cancer. The probability of
endometrial cancer in a woman with a EVUS less than 5 mm depends
on the local prevalence of endometrial cancer among women
presenting with postmenopausal vaginal bleeding. Taking the average
prevalence across the 20 studies of 13% and applying Bayes’
theorem1,3,11 we can estimate that only 1·3% of women with an EVUS
measurement <5 mm will have endometrial cancer as follows:



Combining symmetric ROC curves: pooling diagnostic
odds ratios

If there is any evidence that the diagnostic threshold varies between the
studies, the best summary of the results of the studies will be an ROC curve
rather than a single point. The full method for deciding on the best fitting
summary ROC is explained below, but first it is worth noting that a simple
method for estimating a summary ROC curve exists when it can be
assumed that the curve is symmetrical around the “sensitivity = specificity”
line.

Diagnostic tests where the diagnostic odds ratio is constant regardless of
the diagnostic threshold have symmetrical ROC curves. In these situations
it is possible to use standard meta-analysis methods for combining odds
ratios (see Chapter 15) to estimate the common diagnostic odds ratio, and
hence to determine the best-fitting ROC curve.26,31,32 Once the summary
odds ratio, DOR, has been calculated the equation of the corresponding
ROC curve is given by:

Methods of testing whether the data can be summarised using a
symmetrical ROC curve are described below.
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prevalence 0·13
pre-test odds = ————–—– = —— = 0·15

1 – prevalence 0·87

post-test odds = pre-test odds � negative likelihood ratio = 0·15 � 0·09 = 0·014

post-test odds 0·014
post-test probability = ————––——– = ———— = 0·013

1 � post-test odds 0�1.014

For the particular clinical example, pooling of likelihood ratios
probably provides the most crucial clinical summary information
from these studies.
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Case study (continued): Pooling diagnostic odds ratios
A model which assumes constant diagnostic odds ratios regardless of

diagnostic threshold corresponds to a summary ROC curve that is
symmetrical about a descending diagonal line where sensitivity equals
specificity. As the sensitivities of all 20 studies are higher than the
specificities, the results of all 20 studies lie above this diagonal line in
the ROC plot. A symmetrical summary ROC line is tenable in this
situation.

Computing a summary diagnostic odds ratio using the Mantel-
Haenszel method for pooling odds ratios (see Chapter 15) yields an
estimate (95% CI) of 28·0 (18·2 to 43·2). There was no evidence of
gross heterogeneity (Cochran's Q=22·0, df=19, P=0·3), so this
diagnostic odds ratio appears to be a reasonably consistent summary
measure of diagnostic performance across the studies. The diagnostic
odds ratio can be interpreted in terms of sensitivities and specificities
by consulting the figures in Table 14.1 (which suggests that a DOR of
28·5 would occur if sensitivity=0·95 and specificity=0·60) or by
plotting the summary ROC curve, as is done in Figure 14.5.

Figure 14.5 Summary diagnostic odds ratio (with 95% CI) for a 5 mm
cutpoint.



Littenberg and Moses methods for estimation of
summary ROC curves

Asymmetrical ROC curves occur when the diagnostic odds ratio
changes with diagnostic threshold. Littenberg and Moses proposed a
method for fitting a whole family of summary ROC curves which allow for
variation in DOR with threshold.31,33 The method considers the relation-
ship between the DOR and a summary measure of diagnostic threshold,
given by the product of the odds of true positive and the odds of false
positive results. As a diagnostic threshold decreases, the numbers of
positive diagnoses (both correct and incorrect) increases, and the measure
of threshold increases.

In the equations and figures which follow the logarithm of the
diagnostic odds ratio is denoted by D, and the logarithm of the measure
of threshold by S. D and S can be calculated (from the true positive 
rate (TPR) and false positive rate (FPR)) using any of the following
equations:

(where the logit indicates the log of the odds, as used in logistic regression).
Littenberg and Moses’ method first considers a plot of the log of the

diagnostic odds ratio (D) against the measure of threshold (S) calculated
for each of the studies. They then propose computing the best fitting
straight line through the points on the graph. If the equation of the fitted
line is given by:

D = a + bS

testing the significance of the estimate of the slope parameter b tests
whether there is significant variation in diagnostic performance with
threshold. If the line can be assumed horizontal (as illustrated in Figure
14.6(a)), the diagnostic odds ratio does not change with threshold, and the
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However, there is no unique joint summary estimate of sensitivity and
specificity: it is only possible to obtain a summary estimate of one
value conditional on the value of the other.



method yields symmetrical ROC curves (as shown in Figure 14.6(b)),
similar to those obtained from directly pooling odds ratios as explained
above. However, if there is a significant trend in the diagnostic odds ratio
with diagnostic threshold (as is the case in Figure 14.6(c)) then ROC
curves are asymmetrical (as shown in Figure 14.6(d)), the summary ROC
curve being calculated as:
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Figure 14.6 Littenberg–Moses plots and corresponding ROC curves with constant
DOR (a) and (b), and DOR varying with diagnostic threshold (c) and (d).



Estimates of the parameters a and b can be obtained from either ordinary
least squares regression (which weights each study equally), weighted least
squares regression (where the weights can be taken as the inverse variance
weights of the diagnostic log odds ratio, or simply the sample size) or robust
methods of regression (which are not so strongly influenced by outliers).26

Expositions of this method most commonly formulate it in terms of the
logits of the true positive and false positive rates.4,5,31,33 As shown in the
equations above the log of the diagnostic odds ratio is in fact the difference
of these logits, whilst the log of the measure of diagnostic threshold is the
sum of these logits. Hence the choice of notation: D for the difference, and
S for the sum.
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Case study (continued): Calculating a summary ROC curve
An alternative summary ROC curve allowing for variation in

diagnostic odds ratio with diagnostic threshold can be estimated by
the method of Moses and Littenberg.31 First, the log of the diag-
nostic odds ratio, D, and the measure of diagnostic threshold, S,
are computed for each study. Regression of the log diagnostic odds
ratio (D) on the measure of diagnostic threshold (S), weighting by
study size, produces estimates of the parameters a and b from the
regression equation, D = a + bS. The parameter estimates are as
follows:

Parameter Estimate SE 95% CI P value

a 2·701 0·524 (1·600 to 3·801) <0·001
b 0·359 0·174 (–0·006 to 0·724) 0·054

These results suggest that there is weak evidence (P=0·054) that
the diagnostic odds ratio changes with threshold. To illustrate the
impact of this, compare the ROC curve corresponding to this
regression equation given in Figure 14.7, with the symmetric curve
of Figure 14.5. The values of sensitivity and specificity are similar
in the middle of the range of values of the observed studies, but
differ at higher and lower specificities. Again the method does not
provide a unique joint summary estimate of sensitivity and
specificity suitable for use in clinical practice.



Investigation of sources of heterogeneity

Differences between studies in patient groups, test execution and study
design can introduce variability in diagnostic odds ratios.23 Both methods
of pooling odds ratios can be extended to investigate the possible
importance of these features. If it can be assumed that the summary ROC
curves are symmetrical, the impact of other factors can be investigated using
standard methods of meta-regression for odds ratios (see Chapter 9).
Alternatively, the Littenberg–Moses regression method can be extended by
adding a covariate to the regression equation for each potential effect
modifier.23,31 The exponential of each of these terms estimates multiplicative
increases in diagnostic odds ratios for each factor. Lijmer et al. used this
approach to investigate the effects of aspects of study quality on diagnostic
odds ratios as reported in Table 14.5.19

Pooling ROC curves

All the methods described above consider the situation where each study
provides estimates of sensitivity and specificity at one diagnostic threshold.
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Figure 14.7 Summary ROC curve for a 5 mm cutpoint.



Occasionally, individual studies will publish ROC curves, or data from
which they can be constructed. To undertake a meta-analysis of such data
using the methods outlined above it is possible (a) to pool data separately
for each cutpoint or (b) to fit a summary ROC curve through all the
published data points (allowing multiple points per study). Neither of these
approaches seems entirely satisfactory as they both involve multiple
analyses of the same data. 

One alternative is to compute area under the curve (AUC) statistics from
the ROC plot34 which summarise the diagnostic power as a single number
which can be pooled across studies.35 Perfect tests will have an AUC close
to 1 and poor tests have AUCs closer to 0·5. However ROC curves of
different shapes can have the same AUC, so it is not possible to interpret a
summary AUC in terms of a set of unique combinations of sensitivity and
specificity.

A second alternative is to compute the equations of the ROC curves for
each of the studies36 which yields estimates of intercept and slope para-
meters similar to those described for the Littenberg and Moses method.
These parameters can be pooled to give an “average” ROC curve, but this
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Case study (continued): Investigating sources of heterogeneity
Several of the studies include women who were receiving hormone

replacement therapy (HRT). The Littenberg–Moses summary ROC
curve method can investigate whether the diagnostic accuracy of
EVUS is similar in studies that did or did not include women
receiving HRT. A hypothesis of equal diagnostic odds ratios can be
tested formally by adding a term to the weighted regression indicating
which studies included women receiving HRT:

D = a + bS + cHRT,

where HRT is 1 for the studies including women receiving HRT and
0 otherwise. The estimates of the parameters a, b and c are now:

Parameter Estimate SE 95% CI P value

a 2·684 0·697 (1·213 to 4·156) 0·001

b 0·362 0·198 (–0·056 to 0·781) 0·085

c 0·017 0·476 (–0·989 to 1·021) 0·971

There is no evidence that the diagnostic odds ratio is any different 
in the subset of studies which included women receiving HRT
(P=0·97).



method is unsatisfactory as it ignores the correlation between the intercept
and slope parameters for each study.37

In addition, neither of these alternative approaches can be used in the
common situation where several of the studies report ROC curves whilst
others report test performance at only one cutpoint.

Discussion

There are many factors that currently limit the usefulness of systematic
reviews of diagnostic test accuracy. Several of these have already been
mentioned, such as the lack of a method for pooling ROC curves, whilst
others have been demonstrated in the case study, such as problems intro-
duced by heterogeneity and difficulties in the interpretation of a summary
ROC curve.

Whilst a health care practitioner desires valid summary estimates of the
sensitivity and specificity (or positive and negative likelihood ratios) for a
given value of a diagnostic test, the presence of gross between-study-
heterogeneity (as was observed for specificity and the positive likelihood
ratio in the case study) can often prohibit their estimation. The use of
summary statistics which are more consistent across studies, such as the
diagnostic odds ratio or a summary ROC curve, does allow the computa-
tion of a valid summary estimate of diagnostic performance, but produces
statistics which cannot be applied directly to clinical practice. To interpret
both diagnostic odds ratios and summary ROC curves it is necessary to
have some knowledge of either the sensitivity or specificity of the test in the
population to which it will be applied: unfortunately neither of these figures
is estimable without undertaking yet another study of diagnostic accuracy.

In fact, the need to summarise information with a summary ROC
technique due to variability and interdependence between the observed
sensitivities and specificities can be considered to indicate a problem with
the application of a diagnostic technology. This is especially the case when
an ROC-like relationship is observed for a test that purports not to have
explicit variation in cut-points (such as many imaging technologies), or
where such variation is observed at a common cut-point. In these cases the
ROC-like relationship indicates that test performance differs between the
studies, and most likely will differ between test operators. Whilst the
summary ROC method allows for this variation, it does not attempt to
characterise or explain it, so that the meta-analysis fails to provide informa-
tion that will assist an operator in using the technology in the most accurate
manner.

It should also be noted that an apparent threshold effect can arise
through variation in other factors which simultaneously increase (or
decrease) both true positive and false positive diagnosis rates. For example,
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reconsider the data in Tables 14.3 and 14.4 illustrating the hypothetical
effect of a change in the spectrum of disease and alternative diagnoses on
sensitivity and specificity. The change from the general practice sample to
the hospital sample is marked by increases in the true positive rate
(sensitivity) and the false positive rate (1-specificity), whilst the diagnostic
odds ratio remains relatively constant (around 4). Analysis of these studies
using summary ROC methods will misappropriate the effect of varying
spectrum as a threshold effect. It is unclear the extent to which variations in
spectrum masquerade as apparent threshold effects in practice, rather than
as differences in diagnostic odds ratios as detected by Lijmer and
colleagues.19

Bearing all these points in mind, the promotion of summary ROC
methods as the default method for pooling diagnostic study data4–6 can be
justly criticised. Empirical research is required to assess whether the simpler
methods for pooling sensitivities, specificities and likelihood ratios are likely
to be seriously misleading in practice, and whether apparent threshold
effects are really due to variations in diagnostic threshold rather than
alternative sources of heterogeneity. Given the clinical utility and promotion
of likelihood ratios1,3 for the practice of clinical medicine, the ability to
derive validly these simpler summaries of diagnostic accuracy rather than
diagnostic odds ratios and summary ROC curves is highly desirable.

In addition, meta-analyses of diagnostic test accuracy are hindered by a
lack of appreciation and knowledge of the important aspects of study
design, poor standards of reporting, and publication bias. None of these
problems are unique to studies of diagnostic accuracy, but there is concern
that they may be more problematic than for RCTs.4,5 Lijmer and colleagues
have made headway into understanding the importance of particular
features of study design,19 which may in turn lead to evidence based
reporting guidelines similar to those for randomised controlled trials
(Chapter 5) and systematic reviews (Chapter 7).

The problems of publication bias are more difficult: there are no studies
in the literature which estimate rates of publication bias for diagnostic
accuracy studies, and such investigations are difficult to undertake, as
studies cannot easily be identified before they are undertaken. Also, there is
no equivalent of the funnel plot (Chapter 11) to investigate whether or not
the studies identified are a biased sample. Some authors have suggested
that publication bias may in fact be a greater problem for studies of
diagnostic accuracy than for randomised controlled trials.4,5

The evaluation of the diagnostic accuracy of a test is also only one
component of assessing whether it is of clinical value.38,39 Therapeutic
interventions can only be recommended for use in health care only if they
are shown on average to be of benefit to patients: the same criterion applies
for the use of a diagnostic test, and even the most accurate of tests can be
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clinically useless and do more harm than good. Studies of diagnostic
accuracy cannot prove that a diagnostic investigation is effective, but can
discern whether the performance of a test is satisfactory for it to have the
potential to be effective.

A reviewer should consider whether undertaking a systematic review of
studies of diagnostic accuracy is likely to provide the most useful evidence
of the value of a diagnostic intervention. Studies of patient outcomes, or the
impact of using a test of therapeutic and diagnostic decisions, may provide
more convincing evidence of the incremental benefit of using a new
diagnostic test. But such studies are not available for many tests, especially
for new technologies and components of the clinical examination.
Conversely, practical issues (such as the absence of good independent
reference standards for some diseases) occasionally mean that reliable
studies of diagnostic accuracy cannot be undertaken, and studies of test
reliability, management decisions and patient outcomes will provide the
only evidence of the value of a diagnostic test.

Whilst the basic methodology for undertaking rigorous systematic
reviews of studies of diagnostic accuracy exists, the greatest barrier to its
practical application is the absence of appropriately designed, conducted
and reported primary studies5. Whilst in some fields useful estimates of
diagnostic performance can be obtained, in many the role of systematic
reviews is limited to highlighting deficiencies in the primary studies.
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Part IV: Statistical methods and
computer software



15 Statistical methods for
examining heterogeneity
and combining results
from several studies in
meta-analysis
JONATHAN J DEEKS, DOUGLAS G ALTMAN,
MICHAEL J BRADBURN

Summary points

• Meta-analysis is a two-stage process involving the calculation of an
appropriate summary statistic for each of a set of studies followed by the
combination of these statistics into a weighted average.

• Methods are available for combining odds ratios, risk ratios and risk
differences for binary data, and hazard ratios for time to event data.

• Continuous data can be combined either as differences in means, or as
standardised differences in means when a mixture of measurement scales
has been used.

• Fixed effect models average the summary statistics, weighting them
according to a measure of the quantity of information they contain.
Several methods are available (inverse variance, Mantel–Haenszel and
Peto) which differ mainly in the computations used to calculate the
individual study weights.

• Random effects models incorporate an estimate of between study
variation (heterogeneity) into the calculation of the common effect. One
simple method is readily available (DerSimonian and Laird); other
methods require more complex statistical computations.

• Selection of a meta-analysis method for a particular analysis should
reflect the data type, choice of summary statistic (considering the consis-
tency of the effect and ease of interpretation of the statistic), observed
heterogeneity, and the known limitations of the computational methods.
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An important step in a systematic review is the thoughtful consideration of
whether it is appropriate to combine all (or perhaps some) of the studies in
a meta-analysis, to yield an overall statistic (together with its confidence
interval) that summarises the effectiveness of the treatment (see Chapter
2). Statistical investigation of the degree of variation between individual
study results, which is known as heterogeneity, can often contribute to
making decisions regarding the “combinability” of results. In this chapter
we consider the general principles of meta-analysis, and introduce the most
commonly used methods for performing meta-analysis and examining
heterogeneity. We shall focus on meta-analysis of randomised trials evalu-
ating therapies, but much the same principles apply to other comparative
studies, notably case-control and cohort studies.

Meta-analysis

General principles
Meta-analysis is a two-stage process. In the first stage a summary statistic

is calculated for each study. For controlled trials, these values describe the
treatment effect observed in each individual trial. The summary statistics
are usually risk ratios, odds ratios or risk differences for event data,
differences in means for continuous data, or hazard ratios for survival time
data. In the second stage the overall treatment effect is calculated as a
weighted average of these summary statistics. The weights are chosen to
reflect the amount of information that each trial contains. In practice the
weights are often the inverse of the variance (the square of the standard
error) of the treatment effect, which relates closely to sample size. The
precision (confidence interval) and statistical significance of the overall
estimate are also calculated. It is also possible to weight additionally by
study quality, although this is not generally recommended (see Chapter 5).
All commonly used methods of meta-analysis follow these basic principles.
There are, however, some other aspects that vary between alternative
methods, as described below.

In a meta-analysis we do not combine the data from all of the trials as if
they were from a single large trial. Such an approach is inappropriate for
several reasons and can give misleading results, especially when the number
of participants in each group is not balanced within trials.1

Assessing heterogeneity
An important component of a systematic review is the investigation of

the consistency of the treatment effect across the primary studies. As the
trials will not have been conducted according to a common protocol, there
will usually be variations in patient groups, clinical settings, concomitant
care and the methods of delivery of the intervention. Whilst some
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divergence of trial results from the overall estimate is always expected
purely by chance, the effectiveness of the treatment may also vary
according to individual trial characteristics, which will increase the
variability of results. The possibility of excess variability between the results
of the different trials is examined by the test of homogeneity (occasionally
described as a test for heterogeneity).

Consistency of trial results with a common effect despite variation in trial
characteristics provides important and powerful corroboration of the
generalisation of the treatment effect, so that a greater degree of certainty
can be placed on its application to wider clinical practice.2 However, the
test of homogeneity has low power to detect excess variation, especially
when there are not many studies, so the possibility of a type II (false
negative) error must always be considered. By contrast, if the test of
homogeneity is statistically significant, the between trial variability is more
than expected by chance alone. In these situations it is still possible for a
treatment to be shown to have a real, if not constant, benefit. In particular,
the extra variation can be incorporated into the analysis using a random
effects model (see below).

Where the heterogeneity is considerable, the reviewer ought to consider
an investigation of reasons for the differences between trial results (see
Chapters 8–11)3 or not reporting a pooled estimate. Stratified meta-
analysis (described below) and special statistical methods of meta-
regression (see Chapters 9 and 11, and STATA command metareg in
Chapter 18) can be used to test and examine potential associations between
study factors and the estimated treatment effect.

Formulae for estimates of effect from individual studies

We assume here that the meta-analysis is being carried out on summary
information obtained from published papers. The case of individual patient
data (see Chapter 6) is considered briefly.

Individual study estimates of treatment effect: binary outcomes
For studies with a binary outcome the results can be presented in a 

2 � 2 table (Table 15.1) giving the numbers of people who do or do not
experience the event in each of the two groups (here called intervention and
control).

Table 15.1 Summary information when outcome is binary.

Study i Event No event Group size

Intervention ai bi n1i
Control ci di n2i
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For the ith study we denote the cell counts as in Table 15.1, with Ni = nli +
n2i. Zero cells cause problems with computation of the standard errors so
0.5 is usually added to each cell (ai, bi, ci, di) for such studies.4

The treatment effect can be expressed as either a relative or absolute
effect. Measures of relative effect (odds ratios and risk ratios) are usually
combined on the log scale. Hence we give the standard error for the log
ratio measure.

The odds ratio5 for each study is given by

the standard error of the log odds ratio being

where ln denotes logarithms to base e (natural logarithms).
The risk ratio5 for each study is given by

the standard error of the log risk ratio being

The risk difference6 for each study is given by

with standard error 
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For the Peto odds ratio method7 (see below) the individual odds ratios are
given by

with standard error

where E[ai] = n1i (ai + ci) / Ni (the expected number of events in the inter-
vention group under the null hypothesis of no treatment effect) and

the hypergeometric variance of ai.

Individual study estimates of treatment effect: continuous outcomes
If the outcome is a continuous measure, we require the number of

participants, the mean response and its standard deviation, for intervention
and control groups (Table 15.2).

Table 15.2 Summary information when outcome is continuous.

Study i Mean response Standard deviation Group size

Intervention m1i SD1i n1i
Control m2i SD2i n2i

We let Ni = n1i + n2i be the total number of participants in study i, and

be the pooled standard deviation of the two groups.
There are two summary statistics used for meta-analysis of continuous

data. The difference in means can be used when outcome measurements in
all trials are made on the same scale. The meta-analysis computes a
weighted average of these differences in means, but is confusingly termed
the weighted mean difference (WMD) method.
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The standardised difference is used when the trials all assess the same out-
come, but measure it in a variety of ways (for example, all trials measure
depression but they use different psychometric scales). In this circumstance
it is necessary to standardise the results of the trials to a uniform scale
before they can be combined. The standardised mean difference method
expresses the size of the treatment effect in each trial (again in reality a
difference in means and not a mean difference) relative to the variability
observed in that trial. The method assumes that the differences in standard
deviations between trials reflect differences in measurement scales and not
real differences in variability between trial populations. This assumption
may be problematic in some circumstances where pragmatic and explana-
tory trials (which may differ in the risk of poor outcomes) are combined in
the same review. The overall treatment effect can also be difficult to
interpret as it is reported in units of standard deviation rather than in units
of any of the measurement scales used in the review.

For a particular study the difference in means (denoted MD)8 is given by

with standard error

There are three popular formulations of effect size used in the standard-
ised mean difference method. These formulations differ with respect to the
standard deviation used in calculations and whether or not a correction for
small sample bias is included. In statistics small sample bias is defined as the
difference between the expected value of an estimate given a small sample
and the expected value if the sample is infinite. Simulations show that the
standardised mean difference tends to be overestimated with finite samples
but the bias is substantial only if total sample size is very small (less than
10).9

Cohen’s d 10 is given by

with standard error
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Hedges’ adjusted g10 is very similar to Cohen’s d but includes an adjust-
ment to correct for the small sample bias mentioned above. It is defined as

with standard error

Finally, Glass’s �11 takes the standard deviation from the control group
as the scaling factor, giving

with standard error 

This method is preferable when the intervention alters the observed
variability as well as potentially changing the mean value. 

Both the weighted mean difference and standardised mean difference
methods assume that the outcome measurements within each trial have a
Normal distribution. When these distributions are skewed or severely 
non-Normal, the results of these methods may be misleading.

Formulae for deriving a summary (pooled) estimate 
of the treatment effect by combining trial results 
(meta-analysis)

The methods of meta-analysis described below all combine the individ-
ual study summary statistics described above, denoted generically by �i,
each given a weight wi which is usually related to SE(�i). All the methods
described are available in the Stata routines described in Chapter 18. The
summation notation indicates summation of the i trials included in the
analysis.
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Fixed effect and random effects methods 
In fixed effect meta-analysis it is assumed that the true effect of treatment

is the same value in each study, or fixed, the differences between study
results being due solely to the play of chance. The assumption of a fixed
effect can be tested using a test of homogeneity (see below).

In a random effects meta-analysis the treatment effects for the individual
studies are assumed to vary around some overall average treatment effect.
Usually the effect sizes �i are assumed have a Normal distribution with
mean � and variance � 2. In essence the test of homogeneity described below
tests whether � 2 is zero. The smaller the value of � 2 the more similar are the
fixed and random effects analyses.

Peto describes his method for obtaining a summary odds ratio as
assumption free,7 arguing that it does not assume that all the studies are
estimating the same treatment effect, but it is generally considered to be
most similar to a fixed effect method.

There is no consensus about whether to use fixed or random effects
models.12 All of the methods given below are fixed effect approaches except
the DerSimonian and Laird method.

Inverse variance method
Inverse variance methods may be used to pool either binary or

continuous data. In the general formula below, the effect size, denoted �i,
could be the log odds ratio, log relative risk, risk difference, difference in
means or standardised mean difference from the ith trial.

The effect sizes are combined to give a pooled estimate by calculating a
weighted average of the treatment effects from the individual trials:

The weights are the reciprocals of the squared standard errors:

Thus larger studies, which have smaller standard errors, are given more
weight than smaller studies, which have larger standard errors. This choice
of weight minimises the variability of the pooled treatment effect �IV.

The standard error of �IV is given by
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The heterogeneity statistic is given by 

The strength of this approach is its wide applicability. It can be used to
combine any estimates that have standard errors available. Thus it can be
used for estimates from many types of study, including standardised mor-
tality ratios, diagnostic test indices (Chapter 14), hazard ratios (Chapter 6),
and estimates from cross-over trials and cluster-randomised trials. It is also
possible to use this method when crude 2 � 2 tables cannot be obtained for
each study, but treatment effects and confidence intervals are available (see
Stata commands meta and metan in Chapter 18).

Mantel–Haenszel methods
When data are sparse, both in terms of event rates being low and trials

being small, the estimates of the standard errors of the treatment effects
that are used in the inverse variance methods may be poor.
Mantel–Haenszel methods use an alternative weighting scheme, and have
been shown to be more robust when data are sparse, and may therefore be
preferable to the inverse variance method. In other situations they give
similar estimates to the inverse variance method. They are available only
for binary outcomes (see Stata command metan in Chapter 18).

For each study, the effect size from each trial �i is given weight wi in the
analysis. The overall estimate of the pooled effect, �MH is given by:

Unlike with inverse variance methods, relative effect measures are com-
bined in their natural scale, although their standard errors (and confidence
intervals) are still computed on the log scale.

For combining odds ratios, each study’sOR is given weight13,14

and the logarithm of ORMH has standard error given by15
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where

For combining risk ratios, each study’s RR is given weight16

and the logarithm of  RRMH has standard error given by

where

For risk differences, each study’s RD has the weight16

and RDMH has standard error given by
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However, the test of homogeneity is based upon the inverse variance
weights and not the Mantel–Haenszel weights. The heterogeneity statistic
is given by

where � is the log odds ratio, log relative risk or risk difference.

Peto’s odds ratio method
An alternative to the Mantel–Haenszel method is a method due to Peto

(sometimes attributed to Yusuf, or to Yusuf and Peto).7 The overall odds
ratio is given by

where the odds ratio ORi is calculated using the approximate Peto method
described in the individual trial section, and the weight wi is equal to the
hypergeometric variance of the event count in the intervention group, vi.

The logarithm of the odds ratio has standard error

The heterogeneity statistic is given by

The approximation upon which Peto’s method relies has shown to fail
when treatment effects are very large, and when the sizes of the arms of the
trials are seriously unbalanced.17 Severe imbalance, with, for example, four
or more times as many participants in one group than the other, would
rarely occur in randomised trials. In other circumstances, including when
event rates are very low, the method performs well.18 Corrections for zero
cell counts are not necessary for this method (see Stata command metan in
Chapter 18).

Extending the Peto method for pooling time-to-event data
Pooling of time-to-event outcomes can be achieved either by computing

hazard ratios for each trial and pooling them using the inverse variance
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method (as explained above), or by exploiting a link between the log rank
test statistic and the Peto method, as follows.

For each trial, the calculation of a log rank statistic involves dividing the
follow-up period into a series of discrete time intervals. For each interval
the number of events observed in the treated group Oij, the number of
events that would be expected in the treatment group under the null
hypothesis Eij and its variance vij are calculated (for formulae, see for
example Altman19). The expected count and its variance are computed
taking into account the number still at risk of the event within each time
period. The log-rank test for the ith trial is computed from ΣOij, ΣEij and

Σvij summed over all the time periods, j.
Following the same format as the Peto odds ratio method, an estimate of

the hazard ratio in each trial is given by19

with standard error

The overall hazard ratio is given by the weighted average of the log
hazard ratios 

where the weights wi are equal to the variances computed from the trials,

Σvij.

The logarithm of the overall hazard ratio has standard error

Computation of the components of the log-rank statistic ΣOij, ΣEij and

Σvij is straightforward if individual patient data are available. Methods
have been proposed for indirectly estimating the log hazard ratio and its
variance from graphical and numerical summaries commonly published in
reports of randomised controlled trials.20
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DerSimonian and Laird random effects models 
Under the random effects model, the assumption of a common treat-

ment effect is relaxed, and the effect sizes �i are assumed have a Normal dis-
tribution with mean and variance � 2. The usual DerSimonian and Laird21

estimate of � 2 is given by 

where Q is the heterogeneity statistic, with � 2 set to zero if Q < k – 1, and
the wi are calculated as in the inverse variance method. The estimate of the
combined effect for the heterogeneity may be taken as the inverse variance
estimate, although the Mantel–Haenszel estimate may be preferred. Again,
for odds ratios and risk ratios, the effect size is taken as the natural
logarithm of the OR and RR. Each study’s effect size is given weight

The pooled effect size is given by

with standard error

Note that when � 2 = 0, i.e. where the heterogeneity statistic Q is as small
as or smaller than its degrees of freedom (k – 1), the weights reduce to those
given by the inverse variance method.

If the estimate of � 2 is greater than zero then the weights in random-
effects models (w�i = 1/(SE(�i)

2 + � 2)) will be smaller and more similar to
each other than the weights in fixed effect models (wi = 1/SE(�i)

2). This
means than random-effects meta-analyses will be more conservative (the
confidence intervals will be wider) than fixed effect analyses22 since the
variance of the pooled effect is the inverse of the sum of the weights. It also
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means that random effects models give relatively more weight to smaller
studies than the fixed effect model. This may not always be desirable (see
Chapter 11).

The DerSimonian and Laird method has the same wide applicability as
the inverse variance method, and can be used to combine any type of
estimates provided standard errors are available (see Stata commands
meta and metan in Chapter 18).

Confidence interval for overall effect

The 100(1 – �)% confidence interval for the overall estimate � is given by

where � is the log odds ratio, log relative risk, risk difference, mean
difference or standardised mean difference, and z is the standard Normal
deviate. For example, if α = 0.05, then z1–�/2 = 1.96 and the 95% confidence
interval is given by

Confidence intervals for log odds ratios and log risk ratios are exponenti-
ated to provide confidence intervals for the pooled OR or RR.

Test statistic for overall effect

In all cases a test statistic for the overall difference between groups is
derived as 

(where the odds ratio or risk ratio is again considered on the log scale).
Under the null hypothesis that there is no treatment effect, z will follow a
standard Normal distribution. 

For odds ratios an alternative test statistic is given by comparing the
number of observed and expected events in the treatment group given no
difference is present between the groups. This test is given by
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where E[ai] and vi are as defined above. Under the null hypothesis of no
treatment effect, this statistic follows a chi-squared distribution on one
degree of freedom.

Test statistics of homogeneity

For a formal test of homogeneity, the statistic Q will follow a chi-squared
distribution on k – 1 degrees of freedom under the null hypothesis that the
true treatment effect is the same for all trials.

Breslow and Day proposed an alternative test of the homogeneity of odds
ratios,14 based upon a comparison of the observed number of events in the
intervention groups of each trial (ai), with those expected when the
common treatment effect OR is applied (calculation of these expected
values involves solving quadratic expressions). The test statistic is given by

where each trial’s variance vi is computed using the fitted cell counts 

Under the null hypothesis of homogeneity QBD also has a chi-squared
distribution on k – 1 degrees of freedom.

Use of stratified analyses for investigating sources of
heterogeneity 

In a stratified analysis the trials are grouped according to a particular
feature or characteristic and a separate meta-analysis carried out of the
trials within each subgroup. The overall summaries calculated within each
subgroup can then be inspected for evidence of variation in the effect of the
intervention, which would suggest that the stratifying characteristic is an
important source of heterogeneity and may moderate treatment efficacy.

Stratified analysis can be used when the trials can be grouped into a small
number of categories according to the study characteristic; meta-regression
(see Chapter 9) can be used when the characteristic is a continuous measure.

An inference that the treatment effect differs between two or more
subsets of the trials should be based on a formal test of statistical
significance. There are three methods to assess statistical significance.
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Consider first a stratified analysis with the trials grouped into k sub-
groups. By performing separate meta-analyses within each subgroup, we
obtain for the kth subgroup:

�k, an estimate of the overall effect within each group,

SE(�k), the standard error of these estimates,

Qk, the heterogeneity observed within each group.

If there are only 2 groups, the significance of the difference between the
two groups can be examined by comparing the z statistic

with critical values of the Normal distribution.
An alternative test, which can be used regardless of the number of sub-

groups, involves explicitly partitioning the overall heterogeneity into that
which can be explained by differences between subgroups, and that which
remains unexplained within the subgroups. If the heterogeneity of the over-
all unstratified analysis is QT, the heterogeneity explained by differences
between subgroups, QB, is given by:

which can be compared with critical values of the chi-squared distribution
with k–1 degrees of freedom.

The problem can also be formulated as a meta-regression (see Chapter
9), using k–1 dummy variables to indicate membership of the k subgroups,
in the standard manner used in multiple regression. The meta-regression
will also produce estimates of the differences between a baseline reference
subgroup and each of the other subgroups. If the categories are ordered,
meta-regression should be used to perform a test for trend by denoting
group membership by a single variable indicating the ranked order of each
subgroup.

The interpretation of comparisons between subgroups should be
undertaken cautiously, as significant differences can easily arise by chance
(a type I error), or are explicable by other factors. Even when the studies in
the meta-analysis are randomised controlled trials, the investigation of
differences between subgroups is a non-randomised comparison, and is
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prone to all of the difficulties in inferring causality in observational studies
(see Chapter 12). Where multiple possible sources of heterogeneity are
investigated, the chance of one of them being found to be statistically
significant increases, so the number of factors considered should be
restricted. Pre-specification (in a protocol) of possible sources of hetero-
geneity increases the credibility of any statistically significant findings, as
there is evidence that the findings are not data-derived. Examples of
stratified meta-analyses are shown in the Case studies 1 and 3 below.

Often the stratifying factor is the type of intervention. For example, a
systematic review may include placebo controlled trials of several drugs, all
for the same condition. The meta-analysis will be stratified by drug, and
will provide estimates of treatment effect for each drug. Here a test of
differences between subgroups is effectively an indirect comparison of the
effects of the drugs. Although such a test can provide indirect evidence of
relative treatment effects, it is much less reliable than evidence from
randomised controlled trials which compare the drugs directly (head-to-
head comparisons). Similar situations also arise with non-pharmacological
interventions. Such indirect comparisons are considered by Bucher et al.23

and Song et al.24

Meta-analysis with individual patient data

The same basic approaches and meta-analysis methods are used for
meta-analyses of individual patient data (IPD)25 (see Chapter 6). However,
there are two principal differences between IPD analyses and those based
on published summary statistics. Firstly, the IPD meta-analyst calculates
the summary tables or statistics for each study, and therefore can ensure
all data are complete and up-to-date, and that the same method of
analysis is used for all trials. Secondly, summary statistics can be calcu-
lated for specific groups of participants enabling full intention-to-treat
(see below) and subgroup analyses to be produced. Additionally, it is
worth noting that IPD meta-analyses often combine time-to-event data
rather than binary or continuous outcomes, the meta-analyst calculating
the required components of the log rank statistic in the same manner for
each of the trials.

Additional analyses

Additional analyses undertaken after the main meta-analysis investigate
influence, robustness and bias. Influence and robustness can be assessed in
sensitivity analyses by repeating the meta-analysis on subsets of the original
dataset (see Chapter 2 for an example). The influence of each study can be
estimated by deleting each in turn from the analysis and noting the degree
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to which the size and significance of the treatment effect changes (see Stata
command metainf in Chapter 18). Other sensitivity analyses can assess
robustness to uncertainties and assumptions by removing or adding sets of
trials, or by changing the data for individual trials. Situations where these
may be considered include when some of the trials are of poorer quality
(Chapter 5), when it is unclear whether some trials meet the inclusion
criteria, or when the results of trials in the published reports are ambiguous
and assumptions are made when extracting data. Methods for investigating
bias, including publication bias, are described in detail in Chapter 11 (see
also Stata command metabias in Chapter 18).

Some practical issues

Although it is desirable to include trial results from intention to treat
analyses, this is not always possible given the data provided in published
reports. Reports commonly omit participants who do not comply, receive
the wrong treatment, or who drop out of the study. All of these individuals
can easily be included in intention to treat analyses if follow-up data are
available, and it is most important that they are included if the reasons for
exclusion relate to the treatment that they received (such as drop-outs due
to side-effects and poor tolerability of treatment). Occasionally full details
of the outcomes of those excluded during the trial may be mentioned in the
text of the report, but in many situations assumptions must be made
regarding their fate. By inventive use of sensitivity analysis (using worst case,
best case and most likely case scenarios for every trial) it is possible to assess
the influence of these excluded cases on the final results. The issue is more
problematic for continuous outcomes, where there is a continuum of
possible scenarios for every excluded participant.

Other problems can occur when trials have no events in one or both
arms. In these situations inverse variance, Mantel–Haenszel and
DerSimonian and Laird methods require the addition of a small quantity
(usually 0.5) to the cell counts to avoid division by zero errors. (Many soft-
ware implementations of these methods automatically add this correction
to all cell counts regardless of whether it is strictly needed.) When both
groups have event rates of zero (there being no events in either arm) odds
ratios and relative risks are undefined, and such trials must be excluded
from the analysis. The risk difference in such situations is zero, so the trials
will still contribute to the analysis. However, both inverse variance and
Mantel–Haenszel methods perform poorly when event rates are very low,
underestimating both treatment effects and statistical significance.18 Peto’s
odds ratio method gives more accurate estimates of the treatment effects
and their confidence intervals providing the sample sizes of the arms in the
trials are not severely unbalanced.
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Other methods of meta-analysis

The meta-analytical methods described above are straightforward and
easy to implement in most statistical software and spreadsheet packages.
Other more complex methods exist, and are implemented in specialist
statistical software packages, such as Stata (see Chapter 18), SAS, and
StatXact (see Box 17.1 in Chapter 17). Maximum likelihood logistic
regression can also be used to perform fixed effect meta-analysis, and will
give similar answers to the Mantel–Haenszel and inverse variance methods
provided sample sizes are large. Maximum likelihood (ML) and restricted
maximum likelihood (REML) estimation techniques also enable better
estimation of the between trial variance � 2,26 and can estimate additional
parameters, such as the standard error of � 2.27 Bayesian methods (see
Chapter 2) can incorporate prior information from other sources, such as is
available from qualitative research,28 whilst exact methods29 use challenging
permutation algorithms to compute treatment effects and P values.

Case study 1 : support from caregivers during childbirth
Descriptive studies of women’s childbirth experiences have suggested that
women appreciate advice and information from their caregivers, comfort
measures and other forms of tangible assistance to cope with labour, and
the continuous presence of a sympathetic person. A systematic review
included studies that evaluated the effects of intrapartum support from care-
givers on a variety of childbirth outcomes, medical as well as psychosocial.31

One outcome included in the review was the use of epidural anaesthesia
during delivery. Six trials reported this outcome, four from America and two
from Europe. In four of the six trials husbands, partners or other family
members were also usually present. The person providing the support
intervention was variously described in the trials as a midwife, nurse,
monitrice and a doula. The results of the six studies are given in Table 15.3.

Ten alternative methods have been described in this chapter which can
be used to perform a meta-analysis of these data. The results are shown in
Table 15.4.
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Table 15.3 Rates of use of epidural anaesthesia in trials of caregiver support.

Trial Caregiver present Standard Care
Epidurals / N Epidurals / N

Bréart 1992 (France) 55/133 62/131
Bréart 1992 (Belgium) 281/656 319/664
Gagnon 1997 (Canada) 139/209 142/204
Hodnett 1989 (Canada) 30/72 43/73
Kennell 1991 (USA) 24/212 55/200
Langer 1998 (Mexico) 205/361 303/363



There are some notable patterns in the results in Table 15.4. First, there
is substantial agreement between Peto, Mantel–Haenszel and inverse
variance methods for odds ratios and for risk ratios, indicating that in this
instance, where trials are large and event rates reasonably high, the choice
of the fixed effect weighting method makes little difference to the results.
Secondly, there are substantial differences between treatment effects
expressed as odds ratios and risk ratios. Considering the Mantel–Haenszel
results, the reduction in the odds of having an epidural with additional
caregiver support is 41% (100 � (1 – 0·59)), whilst the relative risk reduc-
tion is 21% (100 � (1 – 0·79)), only around half the size. Where events are
common (around half the women in the standard care groups received
epidurals) odds and risks are very different, and care must be taken to
ensure that a reader of the review is not misled into believing that benefits
of intervention are larger than is truly the case.32

The tests of homogeneity were also statistically significant for odds
ratios, risk ratios and risk differences. As a result the confidence intervals
for the DerSimonian and Laird random effects estimates are wider than
those calculated from fixed effect models. The estimates of the benefit of
treatment expressed as relative risks and odds ratios also increase as the
random effects model attributes proportionally greater weight to the small-
est trials, which in this example report larger relative benefits of treatment. 

The report mentions that the benefit of the intervention may be expected
to be greater when partners or other family members are absent at the birth,
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Table 15.4 Results of meta-analyses of epidural rates from trials of caregiver
support.

Method Estimate of effect Significance of Test for 
(95% CI) effect heterogeneity

Odds ratio
Peto 0·59 (0·51 to 0·69) z = 7·05, P < 0·0001 �5

2 = 38·5, P < 0·001
Mantel–Haenszel 0·59 (0·51 to 0·69) z = 6·98, P < 0·0001 �5

2 = 38·9, P < 0·001
Inverse variance 0·60 (0·52 to 0·70) z = 6·70, P < 0·0001 �5

2 = 38·8, P < 0·001
DerSimonian 

and Laird 0·54 (0·34 to 0·85) z = 2·64, P = 0·008

Risk ratio
Mantel–Haenszel 0·79 (0·74 to 0·85) z = 6·95, P < 0·0001 �5

2 = 29·8, P < 0·001
Inverse variance 0·80 (0·75 to 0·85) z = 7·14, P < 0·0001 �5

2 = 29·7, P < 0·001
DerSimonian 

and Laird 0·77 (0·64 to 0·92) z = 2·93, P = 0·003

Risk difference
Mantel–Haenszel –0·117 (–0·149 to –0·085) z = 7·13, P < 0·0001 �5

2 = 33·1, P < 0·001
Inverse variance –0·127 (–0·158 to –0·095) z = 7·86, P < 0·0001 �5

2 = 32·7, P < 0·001
DerSimonian 

and Laird –0·124 (–0·211 to –0·038) z = 2·81, P = 0·005
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which could explain the significant heterogeneity. Stratifying the analysis
into ‘accompanied’ and ‘unaccompanied’ trials (partners were absent in the
Kennell and Langer trials) does explain a large proportion of the hetero-
geneity. The relative risk reduction in the four trials where partners were
also present is 11% (95% CI: 3 to 18%; heterogeneity test �2

3 = 2·92, P =
0·4), whilst in the two trials where partners were absent it is 36% (95% CI:
29 to 43%; heterogeneity test �2

1 = 5·39, P = 0·02). The differences
between the subgroups is highly statistically significant (heterogeneity
explained by the subgroups �2

1 = 29·8 – (2·92 + 5·39) = 21·5: P < 0·0001).
The conclusion of the analysis is that the presence of a caregiver is of

benefit in reducing the use of epidural analgesia in all situations, but that
the benefit seems much greater in situations were partners are usually 
absent.

Case study 2 : Assertive community treatment for severe mental
disorders
Assertive community treatment (ACT) is a multidisciplinary team based
approach to care for the severely mentally ill in the community. It is
assertive in that it continues to offer services to uncooperative and reluctant
people, and places emphasis on treatment compliance with the aim of
improving mental state. A systematic review comparing ACT to standard
care (which consists of outpatient appointments and assistance from
community mental health teams) found three trials that assessed mental
state at around 12 months.33 The results are shown in Table 15.5.

Table 15.5 Trials comparing mental state at 12 months between ACT and standard
care.

Trial ACT Standard care Assessment scale
N Mean (SD) N Mean (SD)

Audini (London) 30 41·4 (14·0) 28 42·3 (12·4) Brief psychiatric rating scale
Morse (St Louis) 37 0·95 (0·76) 35 0·89 (0·65) Brief symptom inventory
Lehman (Baltimore) 67 4·10 (0·83) 58 3·80 (0·87) Colorado symptom index

All three trials have used different scoring systems so the trial results
require standardisation to a common scale before they can be combined. In
addition, high scores on the Colorado symptom index indicate good out-
comes, whilst high scores on the other two scales are poor outcomes, so the
direction of the results for Lehman must be reversed before the data can be
combined (this is easily accomplished by multiplying the means by –1). Six
alternative models for combining the data were described above, and their
results are given in Table 15.6.

In this situation, the differences between the analyses are minimal.
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Cohen’s d and Hedges’ adjusted g will only differ in very small samples.
Glass’s � will differ when the standard deviations vary substantially
between treatment and control groups, which was not the case here. Very
little heterogeneity was observed, so random and fixed effects analyses are
very similar. The analysis can conclude that although all trials favoured
ACT no significant change in mental status at 12 months was found with
ACT. Also benefits of ACT larger than 0·5 standard deviations or more can
probably be excluded as they are outside the lower limit of the confidence
interval. To express the findings in a more accessible way consider the
standard deviations from each of the trials. A change of 0·5 standard
deviations can be estimated to be 6–7 points on the brief psychiatric rating
scale, 0·45–0·5 points on the brief symptom inventory and 0·4–0·45 points
on the Colorado symptom index.

Case study 3 : effect of reduced dietary sodium on blood pressure
Restricting the intake of salt in diet has been proposed as a method of
lowering blood pressure, both in hypertensives and people with normal
blood pressure. A systematic review of randomised studies of dietary
sodium restrictions compared to control included 56 trials comparing salt
lowering diets with control diets.34 Only trials which assessed salt reduction
through measurement of sodium excretion were included. Twenty-eight of
the studies recruited hypertensive participants, and 28 recruited normoten-
sive participants; 41 studies used a cross-over design, whilst 15 used a par-
allel group design.

The focus of interest in these trials is the difference in mean blood
pressure (both diastolic and systolic) between the salt reducing diet and
the control diet. As all measurements are in the same units (mmHg) the
difference in means can be used directly as a summary statistic in the
meta-analysis. The trials estimated this difference in mean blood pressure
in four different ways:

Table 15.6 Results of meta-analyses of mental status from trials of ACT.

Method Estimate of effect Significance of Test for 
(95% CI) effect heterogeneity

Fixed effect models
Cohen’s d –0·16 (–0·41 to 0·08) z = 1·29, P = 0·20 �2

2 = 2·34, P = 0·31
Hedges’ adjusted g –0·16 (–0·41 to 0·08) z = 1·29, P = 0·20 �2

2 = 2·31, P = 0·32
Glass’s � –0·16 (–0·40 to 0·09) z = 1·24, P = 0·21 �2

2 = 2·28, P = 0·32

Random effects models
Cohen’s d –0·15 (–0·42 to 0·12) z = 1·12, P = 0·26
Hedges’ adjusted g –0·15 (–0·42 to 0·11) z = 1·12, P = 0·26
Glass’s � –0·15 (–0·42 to 0·12) z = 1·10, P = 0·27



(i) in a parallel group trial, as the difference in mean final blood pressure
between those receiving the salt lowering diet and the control diet

(ii) in a parallel group trial, as the difference in mean change in blood
pressure whilst on the diets, between those on the salt lowering diet and
those on the control diet

(iii) in a cross-over trial, as the mean within person difference between final
blood pressure at the end of the salt lowering diet and at the end of the
control diet

(iv) in a cross-over trial, as the mean within person difference in the change
in blood pressure whilst on the salt lowering diet compared to the
control diet.

Results from these four different designs all estimate the same summary
measure. However, it is likely that trials that use within person changes
are more efficient than those that use final values, and that those which
use cross-over designs are more efficient than those recruiting parallel
groups. These differences are encapsulated in the standard errors of the
estimates in differences in mean blood pressure between the two diets,
provided appropriate consideration is given to the within person pairing
of the data for change scores and cross-over trials in the analysis of those
trials. As the standard inverse variance approach to combining trials uses
weights inversely proportional to the square of these standard errors, it
copes naturally with data of these different formats, so that the trials are
given appropriate weightings according to the relative efficiency of their
designs.

The authors of the review reported that they had had to use a variety of
techniques to estimate these standard errors, as they were not always
available in the original reports. If necessary standard errors can be derived
directly from standard deviations, confidence intervals, t values and exact P
values. However, when paired data (both for change scores and cross-over
trials) are used it is occasionally necessary to make an assumption about the
within participant correlation between two time-points if the analysis
presented mistakenly ignores the pairings. Similarly, when results are
reported simply either as significant or non-significant, particular P values
must be assumed from which the standard errors can be derived. Such
problems are common in meta-analyses of continuous data due to the use
of inappropriate analyses and the poor standard of presentation commonly
encountered in published trial reports.

Meta-analyses were undertaken separately for the trials in normotensive
and hypertensive groups, and for systolic and diastolic blood pressure. The
results are given in the Table 15.7.

The analysis shows statistically significant reductions of around 5–6
mmHg in systolic blood pressure in hypertensive participants, with a
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smaller reduction in diastolic blood pressure. The size of the reductions
observed in normotensive participants was much smaller, the differences
between the hypertensive and normotensive subgroups being statistically
significant for both systolic (z = 4·12: P < 0·0001) and diastolic (z = 5·61:
P < 0·0001) measurements. The confidence intervals for the DerSimonian
and Laird random effects analyses for all reductions are much wider than
those of the inverse variance fixed effect analyses, reflecting the significant
heterogeneity detected in all analyses. The authors investigated this further
using methods of meta-regression (see Chapters 9 and 11 and Stata
command metareg in Chapter 18) and showed that the heterogeneity
between trials could in part be explained by a relationship between the
reduction in blood pressure and the reduction in salt intake achieved in
each trial. This regression analysis, and the possible presence of bias, is
discussed in Chapter 11.

On the basis of these analyses the authors concluded that salt-lowering
diets may have some worthwhile impact on blood pressure for hypertensive
people but not for normotensive people, contrary to current recommenda-
tions for universal dietary salt reduction.

Table 15.7 Impact of salt lowering diets on systolic and diastolic blood pressure.

Method Estimated Test of Test for
difference in overall effect heterogeneity
blood pressure 
reduction 
(95% CI)
(diet–control) 
(mmHg)

Normotensive trials
Systolic

Inverse variance –1·2 (–1·6 to –0·8) z = 6·4 , P < 0·001 �2
27 = 75·1, P < 0·001

DerSimonian 
and Laird –1·7 (–2·4 to –0·9) z = 4·2 , P < 0·001

Diastolic
Inverse variance –0·7 (–1·0 to –0·3) z = 3·4 , P = 0·001 �2

27 = 56·1, P = 0·001
DerSimonian 

and Laird –0·5 (–1·2 to 0·1) z = 1·63, P = 0·10

Hypertensive trials
Systolic

Inverse variance –5·4 (–6·3 to –4·5) z = 12·0, P < 0·001 �2
27 = 99·2, P < 0·001

DerSimonian 
and Laird –5·9 (–7·8 to –4·1) z = 6·4, P < 0·001

Diastolic
Inverse variance –3·5 (–4·0 to –2·9) z = 11·6, P < 0·001 �2

27 = 57·3, P = 0·001
DerSimonian 

and Laird –3·8 (–4·8 to –2·9) z = 8·0, P < 0·001



Discussion

We have outlined a variety of methods for combining results from several
studies in a systematic review. There are three aspects of choosing the right
method for a particular meta-analysis: identifying the data type (binary,
continuous, time to event), choosing an appropriate summary statistic, and
selecting a weighting method for combining the studies, as summarised
below and in Box 15.1.

What is clearly required from a summary statistic is that it is as stable as
possible over the trials in the meta-analysis and subdivisions of the popula-
tion to which the treatment will be applied. The more consistent it is, the
greater is the justification for expressing the effect of treatment in a single
summary number.30 A second consideration is that the summary statistic
should be easily understood and applied by those using the review. For
binary data the choice is not straightforward, and no measure is best in all
circumstances. These issues are considered in detail in Chapter 16.

Selection of summary statistics for continuous data is principally
determined by whether trials all report the outcome using the same scale. If
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Box 15.1 Considerations in choosing a method of meta-
analysis

Choice of summary statistic depends upon:
(a) the type of data being analysed (binary, continuous, time-to-event)
(b) the consistency of estimates of the treatment effect across trials and

subgroups
(c) the ease of interpretation of the summary statistic.

Choice of weighting method depends upon:
(a) the reliability of the method when sample sizes are small
(b) the reliability of the method if events are very rare
(c) the degree of imbalance in allocation ratios in the trials.

Consideration of heterogeneity can affect:
(a) whether a meta-analysis should be considered, depending on the

similarity of trial characteristics
(b) whether an overall summary can have a sensible meaning, depending on

the degree of disagreement observed between the trial results
(c) whether a random effects method is used to account for extra between-

trial variation and to modify the significance and precision of the
estimate of overall effect

(d) whether the impact of other factors on the treatment effect can be
investigated using stratified analyses and methods of meta-regression.



this is not the case use of a weighted mean difference method would be
erroneous. However, the standardised mean difference method can be used
for either circumstance. Differences in results between these two methods
can reflect differences in both the treatment effects calculated for each
study, and the study weights. Interpretation of a weighted mean difference
is easier than that of a standardised mean difference as it is expressed in
natural units of measurement rather than standard deviations.

For all types of outcome, the choice of weighting scheme involves
deciding between random and fixed effect models, and for fixed effect
analyses of binary outcome measures, between inverse variance,
Mantel–Haenszel and Peto methods. There is no consensus regarding the
choice of fixed or random effects models, although they differ only in the
presence of heterogeneity, when the random effects result will usually be
more conservative. It is important to be aware of circumstances in which
Mantel–Haenszel, inverse variance and Peto methods give erroneous
results when deciding between them. Inverse variance methods are poor
when trials are small and are rarely preferable to Mantel–Haenszel
methods. Both Mantel–Haenszel and inverse variance methods are poor
when event rates are very low, and Peto’s method can be misleading when
treatment effects are large, and when there are severely unequal numbers of
participants in treatment and control groups in some or all of the trials.17

Some of these points are illustrated in the case studies discussed above.
It is important to note that none of the analyses described can compen-

sate for any publication bias (see Chapter 11), nor can they account for bias
introduced through poor trial design and execution.
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16 Effect measures for
meta-analysis of trials with
binary outcomes
JONATHAN J DEEKS, DOUGLAS G ALTMAN

Summary points

• Major considerations when choosing a summary statistic are consistency of
effect across studies, mathematical properties and ease of interpretation.

• Four statistics – the odds ratio, the risk difference and risk ratios of
beneficial and harmful outcomes – can be used as summary statistics in
meta-analyses of binary outcomes.

• Consistency of summary measures for a given meta-analysis can be
examined in L’Abbé plots and by tests of homogeneity. Empirical investi-
gations suggest that risk differences on average are the least likely to be
consistent, risk ratios and odds ratios being on average equally consistent.

• Numbers needed to treat, relative risk reductions (%) and relative odds
reductions (%) do not have the mathematical properties required for
performing meta-analyses, but can be derived from the other four
summary statistics estimated by meta-analysis and used in the presenta-
tion of overall results.

• Odds and odds ratios are not easily interpreted and are best converted to
risks and risk ratios when considering their application to particular
scenarios. The differences between odds ratios and risk ratios from the
same meta-analyses can be large, and misinterpretation of odds ratios as
risk ratios usually overestimates the benefits and harms of an intervention.

• When considering the clinical significance of a treatment effect it is
important to be aware of the expected probability of the outcome with or
without the intervention, regardless of the chosen summary statistic.

• When applying the results of a systematic review to a clinical scenario,
the predicted benefits of interventions (expressed in terms of the number
of people who will benefit) may vary according to the summary statistic
used in the meta-analysis.
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The starting point of all meta-analyses involves the selection of the
summary statistic (effect measure) used to describe the observed treatment
effect in each trial, from which the overall meta-analytical summary can be
calculated (see Chapter 15). This chapter considers the choice of a
summary statistic when the outcome of interest has a binary form (where
the outcome for every participant is one of two possibilities, for example,
dead and alive). The most commonly encountered effect measures used in
clinical trials for binary data are:

• the risk difference (RD) (also called the absolute risk reduction, ARR);
• the risk ratio (RR) (also called the relative risk);
• the odds ratio (OR);
• the number needed to treat (NNT).

(As events may occasionally be desirable rather than undesirable, we
would prefer a more neutral term than risk (such as probability), but for
the sake of convention we use the terms risk ratio and risk difference
throughout.) 

Details of the calculations of these measures are given in Box 16.1. In
this chapter we review the interpretation of these measures, consider their
properties, present empirical evidence about their suitability for meta-
analysis, and offer guidance on how to choose an appropriate measure for a
particular meta-analysis.

Although we will focus on point estimates of treatment effect, all
measures of effect should be accompanied by confidence intervals. These
are easily obtained in all cases (Chapter 15). We also note that the relative
measures (RR, OR) are sometimes expressed as the percentage reduction
in risk or odds. For example, the relative risk reduction is defined as RRR
= 100(1–RR)%. While this representation can help interpretation, it does
not affect the choice between different measures: meta-analysis will always
be undertaken of the original ratio measures. Summary risk ratios and odds
ratios estimated from meta-analyses can be converted into relative risk and
relative odds reductions in exactly the same way as for individual clinical
trials.

Criteria for selection of a summary statistic

What are the desirable attributes of a summary statistic used in a meta-
analysis?

Consistency
First, we would like the estimated statistic to be applicable across the

situations where the trial results will be used. To have this property,
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estimates of the treatment effect have to be as stable as possible over the
various populations from which the trials have been drawn, and to which
the intervention will be applied. The more nearly constant the statistic is,
the greater the justification for expressing the effect of the intervention as a
single summary number.1 In practice we can usually only assess the stability
of an overall treatment effect across the trials included in the meta-analysis,
although some trial reports include investigation of variability of the
treatment effect across patient subgroups.

A set of trials will often display greater heterogeneity than is expected by
chance alone, indicating that a single summary statistic may be an
inadequate summary of the treatment effect. We can investigate whether
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Box 16.1 Calculation of OR, RR, RD and NNT from a 
2 � 2 table

The results of a clinical trial can be displayed as a 2 � 2 table: 

Event No event Total
Intervention a b n1 = a+b
Control c d n2 = c+d 

where a, b, c and d are the numbers of participants with each outcome in each
group. The following summary statistics can be calculated:

odds of event in intervention group a/b ad
odds ratio = ————––––—————–———— = –— = —

odds of event in control group c/d bc

risk of event in intervention group a/(a + b)
relative risk = —————––————————— = ————

risk of event in control group c/(c + d)

risk difference = risk of event in intervention group – risk of event in
control group

a c
= —— – ——

a + b c + d

1 1
number needed to treat * = ———––——— = —————————

|risk difference| |a/(a + b) – c/(c + d)|

* The vertical bars in the denominator of the number needed to treat formula
are directions to take the absolute (positive) value. Numbers needed to treat
cannot be negative, but it is important to be aware of whether the NNT is a
number needed to treat for one person to benefit, or a number needed to treat
for one person to be harmed.



certain study characteristics explain some of this variation either using
meta-regression (see Chapters 8–11) or stratified meta-analysis (see
Chapter 15). However, in any meta-analysis it is likely that there is
variation in the underlying event rate observed in the control groups across
the trials. When this is the case, the risk difference, risk ratio and odds ratio
cannot all be equally consistent summaries of the trial results. Table 16.1
shows the results of four hypothetical trials, all of which have different
control group event rates. Trials 2–4 have, respectively, the same odds
ratio, the same relative risk and the same risk difference as trial 1. However,
it is clear that when two trials have the same value for one of the measures,
they will differ on the other two measures. The only situation where this
relationship does not hold is when there is no treatment effect. The hetero-
geneity observed between the trials may thus in part be an artefact of a poor
choice of summary statistic, and be reduced or even disappear when an
alternative summary statistic is used.

Table 16.1 Results of four hypothetical trials with varying control group events

Relation to
Trial trial 1 Control Treatment OR RR RD

1 – 24/100 16/100 0·60 0·67 0·08
2 Same OR 32/100 22/100 0·60 0·69 0·10
3 Same RR 42/100 28/100 0·54 0·67 0·14
4 Same RD 42/100 34/100 0·71 0·81 0·08

Mathematical properties
Second, the summary statistic must have the mathematical properties

required for performing a valid meta-analysis. The most important of these
is the availability of a reliable variance estimate. The last measure shown in
Box 16.1, the number needed to treat, does not have a variance estimator
and is therefore not a valid statistic to use in meta-analysis. As discussed in
depth in Chapter 20, in most situations the number needed to treat is best
obtained by computing an overall risk ratio or odds ratio and applying this
to a typical event rate without treatment. Our main focus here will be on
the other three measures shown in Box 16.1.

Ease of interpretation
Lastly, a summary statistic should present a summary of the effect of the

intervention in a way that helps readers to interpret and apply the results
appropriately. “The essence of a good data analysis is the effective
communication of clinically relevant findings”,2 so the ability of general
readers of a review to understand and make logical decisions based on the
reported summary statistic must not be overlooked.
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Odds and risks

In general conversation the words “odds” and “risks” are used inter-
changeably (together with the words “chances”, and “likelihood”), as if
they describe the same quantity. In statistics, however, odds and risks have
particular meanings, and are calculated in different ways (Box 16.1). When
the difference between them is ignored the results of a systematic review
may be misinterpreted.

Risk is the concept more familiar to patients and health professionals.
Risk describes the probability with which a health outcome (usually an
adverse event) will occur. In research risk is commonly expressed as a
decimal number between 0 and 1, although these are occasionally
converted into percentages. As “risk” is synonymous with “event rate” it is
simple to grasp the relationship between a risk and the likely occurrence of
events: in a sample of 100 people the number of events observed will be the
risk multiplied by 100. For example, when the risk is 0·1, 10 people out of
every 100 will develop the event, when the risk is 0·5, 50 people out of every
100 will develop the event.

Odds is a concept that is more familiar to gamblers than health profes-
sionals. The odds is the probability that a particular event will occur
divided by the probability that it will not occur, and can be any number
between 0 and infinity. In gambling, the odds describes the ratio of the size
of the potential winnings to the gambling stake; in health care it is the ratio
of the number of people with the event to the number without. It is
commonly expressed as a ratio of two integers. For example, an odds of
0·01 is often written as 1:100, odds of 0·33 as 1:3, and odds of 3 as 3:1.
Odds can be converted to risks, and risks to odds, using the formulae:

odds risk
risk = ————; odds = ———.

1 + odds 1 – risk

The practical application of an odds is more complicated than for a risk.
The best way to ensure that the interpretation is correct is to first convert
the odds into a risk. For example, when the odds are 1 to 10, or 0·1, one
person will have the event for every 10 who do not, and, using the above
formula, the risk of the event is 0·1/(1 + 0·1) = 0·091. In a sample of 100,
about nine individuals will have the event and 91 will not. When the odds
are equal to 1, one person will have the event for every one who does not,
so in a sample of 100, 100 × 1/(1 + 1) = 50 will have the event and 50 will
not.

The difference between odds and risk is small when the event rate is low,
as shown in the above example. When events are common the differences
between odds and risks are large. For example, a risk of 0·5 is equivalent to
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an odds of 1; a risk of 0·9 is equivalent to odds of 9. Similarly, a ratio of
risks (the risk ratio) is similar to a ratio of odds (the odds ratio) when events
are rare, but not when events are common (unless the two risks are very
similar) (see Box 2.2 in Chapter 2 and Case study 1 in Chapter 15).

Many epidemiological studies investigate rare events, and here it is
common to see the phrases and calculations for risks and odds used
interchangeably. However, in randomised controlled trials event rates are
often in the range where risks and odds are very different, and, as discussed
below, risk ratios and odds ratios should not be used interchangeably.

Measure of absolute effect – the risk difference

The estimated risk difference is the difference between the observed
event rates (proportions of individuals with the outcome of interest) in
the two groups. This effect measure is often the most natural statistic to
use when considering clinical significance, and is often used when carry-
ing out sample size calculations for randomised trials. The risk difference
can be calculated for any trial, even when there are no events in either
group. The risk difference is straightforward to interpret. It describes the
actual difference in the event rate that was observed with treatment; for
an individual it describes the estimated change in the probability of
experiencing the event. However, the clinical importance of a risk
difference may depend on the underlying event rate. For example, a risk
difference of 2% may represent a small clinically insignificant change
from a risk of 58 to 60% but a proportionally much larger and poten-
tially important change from 1 to 3%. Although there are some grounds
to claim that the risk difference provides more complete information
than relative measures3,4 it is still important to be aware of the underlying
event rates and consequences of the events when interpreting a risk
difference.

The risk difference is naturally constrained, which may create difficulties
when applying results to other patient groups and settings. For example, if
a trial or meta-analysis estimates a risk difference of –10%, then for a group
with an initial risk of less than 10% the outcome will have an impossible
negative probability. Similar scenarios occur at the other end of the scale
with increases in risk. Such problems arise when the results are applied to
patients with different expected event rates from those observed in the
trial(s).

As noted earlier, the risk difference is sometimes called the absolute risk
reduction. The adjective “absolute” is used here to distinguish this measure
from measures of relative effect, but it should be recognised that this usage
is different from the mathematical usage of “absolute” to mean the size of
the effect regardless of the sign. Retaining the sign of the difference is of
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course vital as it distinguishes trials that are estimating a beneficial effect
from those that are estimating a harmful effect.

Measures of relative effect – the risk ratio and odds ratio

Measures of relative effect express the outcome in one group relative to
that in the other. The risk ratio (relative risk) is the ratio of two event rates
whereas the odds ratio is the ratio of the odds of an event in the two groups
(Box 16.1). Neither the risk ratio nor the odds ratio can be calculated for a
trial if there are no events (or all participants experience events) in one of
the groups. In this situation it is customary to add one half to each cell of
the 2 × 2 table (Chapter 15). In the case where no events (or all events) are
observed in both groups the trial provides no information about relative
event rates and must be omitted from the meta-analysis.

Interpretation of risk ratios is not difficult as they describe the multipli-
cation of the risk (or the event rate) that occurs with use of the interven-
tion. For example, a risk ratio of 3 implies that the event rate with
treatment is three times higher than the event rate without treatment (or
alternatively that treatment increases the event rate by 100 × (RR–1)% =
200%. Similarly a risk ratio of 0·25 is interpreted as the event rate
associated with treatment being one-quarter of that without treatment (or
alternatively that treatment decreases event rates by 100 × (1–RR)% =
75%). Again, the interpretation of the clinical importance of a given risk
ratio cannot be made without knowledge of the typical event rate without
treatment: a risk ratio of 0·75 could correspond to a clinically important
reduction in events from 80% to 60%, or a small, less clinically important
reduction from 4% to 3%.

The value of the observed risk ratio is constrained to lie between 0 and
100/ pc, where pc is the event rate in the control group. This means that for
common events large values of risk ratio are impossible. For example, when
the event rate in the control group is 66% then the observed risk ratio
cannot exceed 1·5. This problem only applies for increases in event rates,
and could be circumvented by considering all trials – whether treatment or
prevention – as designed to reduce the risk of a bad outcome.5 In other
words, instead of considering the increase in success rate one could
consider the decrease in failure rate.

Odds ratios, like odds, are somewhat more difficult to interpret.6,7 Odds
ratios describe the multiplication of the odds of the outcome that occur
with use of the intervention. To understand what an odds ratio means in
terms of changes in numbers of events it is best to first convert it into a risk
ratio, and then interpret the risk ratio in the context of a typical event rate
without treatment, as outlined above. Formulae for converting an odds
ratio to a risk ratio, and vice versa, are:
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OR RR(1 – pc)RR = —————— ; OR = —————,
1 – pc(1 – OR) 1 – pcRR

where pc is the typical event rate without treatment (see Case study 1 for an
example of the interpretation of an odds ratio).

The non-equivalence of the risk ratio and odds ratio does not indicate
that either is wrong – both are entirely valid. Problems may arise, however,
if the odds ratio is interpreted directly as a risk ratio.8,9 For treatments that
increase event rates, the odds ratio will be larger than the risk ratio, so the
misinterpretation will tend to overestimate the treatment effect, especially
when events are common (with, say, event rates more than 30%). For
treatments that reduce event rates, the odds ratio will be smaller than the
risk ratio, so that again it overestimates the effect of treatment. This error
in interpretation is quite common in published reports of systematic
reviews.

The odds ratio has several mathematical properties that may be advanta-
geous for use as a summary statistic in a meta-analysis.10 The behaviour of
odds ratio methods does not rely on which of the two outcome states is
coded as the event (in contrast to the risk ratio). The odds ratio also has
the advantage over the risk ratio of being “unbounded” – this means that it
can take values anywhere from 0 to infinity regardless of underlying event
rates. On the logarithmic scale the odds ratio is unbounded in both
directions which is one reason why regression models for binary outcomes
usually use log odds ratios (logistic regression). The odds ratio is also 
the measure obtained from Peto’s approach to the meta-analysis of
randomised trials.

Meta-analyses of risk ratios and odds ratios differ in the weights that are
given to individual trials. For meta-analyses of risk ratios the proportional
weights given to trials of the same sample size estimating the same effect
increase with increasing event rates (Chapter 15). The relationship
becomes particularly strong when event rates are above 50%, and any trials
with event rates higher than 95% totally dominate risk ratio meta-analyses
unless they have particularly small sample sizes. This reflects the precision
with which estimates of risk ratios are made across different event rates. For
odds ratios the pattern is similar to that for risk ratios when event rates are
less than 50%, with weights for trials of the same sample size and effect size
increasing as event rates rise to 50%, but then decreasing in a symmetrical
pattern as the rates rise towards 100%. These differences in trial weights
are another reason why results from meta-analyses using risk ratios or odds
ratios may differ. The contrast will be most marked in meta-analyses with
very variable or very high event rates.

SYSTEMATIC REVIEWS IN HEALTH CARE

320



What is the event?

Most health care interventions are intended either to reduce the risk of
occurrence of an adverse outcome or increase the chance of a good out-
come. These may be seen broadly as prevention and treatment interven-
tions respectively. All of the effect measures described above apply equally
to both types of outcome.

In many situations it is natural to talk about one of the outcome states as
being an event. For example, in treatment trials participants are generally ill
at the start of the trial, and the event of interest is recovery or cure. In
prevention trials participants are well at the beginning of the trial and the
event is the onset of disease or perhaps even death. This distinction is over-
simplistic, however, as trials do (and should) investigate both good and bad
outcomes. For example, trials of therapy will look at both intended
beneficial effects and unintended adverse effects. Because the focus is
usually on the intervention group, a trial in which a treatment reduces the
occurrence of an adverse outcome will have an odds ratio and risk ratio less
than one, and a negative risk difference. A trial in which a treatment
increases the occurrence of a good outcome will have an odds ratio and risk
ratio greater than one, and a positive risk difference (see Box 16.1).

However, as already mentioned, it is also possible to switch events and
non-events and consider instead the proportion of patients not recovering
or not experiencing the event. For meta-analyses using risk differences or
odds ratios the impact of this switch is of no great consequence: the switch
simply changes the sign of a risk difference, whilst for odds ratios the new
odds ratio is the reciprocal (1/x) of the original odds ratio. (Similar consid-
erations apply when a trial compares two active treatments, and it is unclear
which is being compared with which as neither is a “control” treatment.)
By contrast, switching the outcome can make a substantial difference for
risk ratios, affecting the effect size, its significance and observed hetero-
geneity.11 In a meta-analysis the effect of this reversal cannot be predicted
mathematically. An example of the impact the switch can make is given in
Case study 1 below. The a priori identification of which risk ratio is more
likely to be a consistent summary statistic is an area that requires further
empirical investigation.

Lastly, a simple binary outcome may hide considerable variation in the
time from the start of treatment to the event, and many treatments can only
aim to delay rather than prevent an event. Such data are best analysed using
methods for the analysis of time-to-event or survival data, the appropriate
summary statistic being the “hazard ratio”. Meta-analysis of such studies
ideally needs individual patient data (see Chapter 6), although it may be
possible to extract adequate summary information from some papers.12 If
variation in time to event is ignored, then variation in average length of
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follow-up may vary across trials and could be an important source of
heterogeneity. Neither the risk ratio nor the odds ratio will be the same as
the hazard ratio.

The L’Abbé plot

The most common graphical display associated with a meta-analysis is
the forest plot (Chapter 2). This plot cannot help with the question of
whether an effect measure is an appropriate summary. A more useful graph
here is the L’Abbé plot, in which the event rates in each treatment group
are plotted against each other.13 Examples are shown in the case studies
below.

The L’Abbé plot is a helpful adjunct to a “standard” meta-analysis. It has
several useful features, including the explicit display of the range of
variation in event rates in treatment and control groups.14

In the present context the particular value of the L’Abbé plot is that it is
simple to superimpose contours of constant treatment effect according to
each possible measure – risk difference, RR, or OR.15,16 Such plots are shown
in Figure 16.1. The L’Abbé plot for a given set of trials may thus shed light
on whether a chosen effect measure is likely to be a good overall summary
for a meta-analysis, as illustrated in the case studies below.

Empirical evidence of consistency

A L’Abbé plot is not the only way to assess the consistency of results with
the overall summary statistic: it is routine in meta-analysis to evaluate the
consistency of results with the summary estimate using tests of homogeneity
(see Chapter 15). Rather than visually investigating the appropriateness of
different summary statistics it is possible to undertake the meta-analysis
using risk ratio, odds ratio and risk difference measures, and to choose the
one which gives the lowest heterogeneity statistic. However, there are
problems in this procedure as the decision is data-derived and usually based
on very few data points (and thus vulnerable to the play of chance).

We have undertaken an empirical investigation to assess the consistency
of estimates of odds ratio, risk ratio and risk difference across a large sample
of meta-analyses.16 The analysis considered all the meta-analyses of binary
outcomes published on the Cochrane Library in the Spring issue of 1997.17

In total, 1889 analyses were considered which combined data from more than
one trial. Meta-analyses were performed using Mantel–Haenszel risk
difference, risk ratio and odds ratio methods (described in Chapter 15) on
each data set. The consistency of the results for each meta-analysis was
measured using the standard heterogeneity statistic, computing a weighted
sum of the squares of the differences between the trial estimates and the overall
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estimate. The three summary statistics for each analysis were then
compared.

Plots of the heterogeneity statistics for comparisons of risk difference
with risk ratio, and of risk ratio with odds ratio are given in Figure 16.2. It
is clear from the first plot that analyses of risk differences tend to have
higher heterogeneity than risk ratios (more points are above the diagonal
line than below it), whilst in the second plot there is little difference on
average between heterogeneity for odds ratios and risk ratios. This is clear
in the summary of median heterogeneity statistics for these analyses
presented in Table 16.2.

It therefore appears that the risk difference is likely to be the poorest

EFFECT MEASURES FOR META-ANALYSIS OF TRIALS WITH BINARY OUTCOMES

323

Figure 16.1 L’Abbé plots demonstrating constant odds ratios, risk differences, and
risk ratios for standard and reversed outcomes. Lines are drawn for risk ratios and
odds ratios of 0·2, 0·4, 0·6, 0·8, 1, 1·25, 1·67, 2·5 and 5, and for risk differences of
–0·8 to +0·8 in steps of 0·2. The bold solid line marks the line of no treatment effect
(RR = 1, OR = 1, RD = 0). The solid lines indicate treatments where the event rate
is reduced (or the alternative outcome is increased). The dashed lines indicate
interventions where the event rate is increased (or the alternative outcome is
decreased). In each case, the further the lines are from the diagonal line of no effect,
the stronger is the treatment effect.
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Figure 16.2 Comparison of heterogeneity (�2 statistics) of the same 1889 meta-
analyses using RD, RR and OR summary statistics.



summary in terms of consistency, whilst there is little difference between
odds ratios and risk ratios. Even for meta-analyses with high event rates in
the control group (275 had average event rates above 50%), there was little
difference in median heterogeneity scores for the two measures of relative
effect (median scores for odds ratio 3·3, for risk ratio 3·2). These findings do
not mean that the risk difference should never be used. As Figure 16.2 shows,
some meta-analyses demonstrate less heterogeneity with the risk difference
than the risk ratio. An example of a situation where the risk difference is the
most consistent summary statistic is given in Case study 2 below.

In these analyses we did not consider the impact of switching the selected
event for the risk ratio analyses; we took the reviewers’ original selections of
the event for the computation of all risk ratios. It should also be noted that
the heterogeneity statistics in the analyses are computed using the standard
methods, which use different weights for risk ratio, odds ratio and risk
difference analyses, although all are considered to approximate to a chi-
squared distribution of k-1 degrees of freedom where k is the number of
studies contributing to the meta-analysis.

Empirical evidence of ease of interpretation

Several studies have examined whether different ways of expressing
numerical results of clinical trial results (such as choice of summary statistics)
may influence perceptions about the worth of a treatment. McGettigan et
al. undertook a systematic review of the published literature on the effects
of information “framing” on the practices of physicians.18 Among twelve
randomised trials, most studies compared the effect of presenting results in
terms of relative risk reduction, absolute risk reductions or the number
needed to treat. Overall, the studies found that, in simple clinical scenarios,
expressing treatment effects in terms of a risk ratio (or relative risk reduc-
tion) was more likely to elicit use of the intervention than expression of the
same results in terms of risk differences or numbers needed to treat.

Several factors were found to reduce the impact of framing. These
included the risk of causing harm, pre-existing prejudices about treatments,
the type of decision, the therapeutic yield, clinical experience, and costs.
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Table 16.2 Average heterogeneity statistics for different outcome measures.

Median heterogeneity statistic
Analyses with average control Analyses with average control

group event rates <20% group event rates ≥20%
N = 1179 N = 710

Risk ratio 1·9 2·7
Odds ratio 1·9 2·7
Risk difference 2·4 3·6



Importantly, no study had investigated the effect of framing on actual
clinical practice. McGettigan et al. were critical of the methodology of
many of the trials. It is noteworthy that none of these trials investigated the
use of the odds ratio as a measure of treatment effect. However, based on
the results for risk ratios, and noting the evidence that odds ratios are often
misinterpreted as risk ratios and that they exaggerate treatment benefit, it
seems reasonable to surmise that presentations of odds ratios is even more
likely to elicit use of interventions than presentation of risk ratios.

Due to subjective components in clinical decisions these studies cannot
assess whether switching summary statistics leads to clinical decisions being
more or less rational, only that different decisions are made when the same
findings are presented in different ways.

Case studies

Many of the issues mentioned in the preceding sections are illustrated by
two case studies. Case study 1 shows results from a meta-analysis of eradi-
cation of Helicobacter pylori in non-ulcer dyspepsia. Case study 2 shows
results from a meta-analysis of trials of vaccines to prevent influenza.

Case study 1: eradication of H. pylori in non-ulcer dyspepsia
H. pylori is a bacterium that inhabits the stomach and has been linked to the
development of peptic ulcer; eradication of the bacterium with antibiotics
is an effective cure for most ulcer disease. H. pylori is also considered to
have a possible causal role in the development of non-ulcer dyspepsia. A
meta-analysis of the five relevant trials reported a small reduction in
dyspepsia rates 12 months after eradication, which was just statistically
significant.19 The effect measure used in the published analysis was the
relative risk of remaining dyspeptic 12 months after eradication. This was
chosen as it was thought to be the most clinically relevant outcome and had
been pre-stated in the review protocol. No alternative effect measures were
considered.

Eight alternative meta-analyses are presented in Table 16.3. Results are
shown using fixed and random effects analyses for odds ratios, risk
differences and the two risk ratios of dyspepsia recovery and remaining
dyspeptic. (Estimates of the odds ratios and risk differences of remaining
dyspeptic rather than of dyspepsia cure can be determined from the cure
results by taking reciprocals and by multiplying by –1 respectively, as
explained earlier in the chapter). In the following we consider the inter-
pretation of these results, considering random effects analyses when the
significance of the test of homogeneity is less than 0·1.

The tests of homogeneity clearly indicate that the authors’ chosen effect
measure, the risk ratio of remaining dyspeptic, is the most consistent
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estimator across all the trials, with significant heterogeneity being detected
for the three alternative summary statistics. In fact, the statistical signifi-
cance of the overall estimates crucially depends on this choice of summary
statistic: the random effects analyses for odds ratios, risk differences and the
risk ratio for cure are all not statistically significant at the P = 0·05 level.
Inspection of the L’Abbé plot in Figure 16.3 also suggests that the pattern
of the trial estimates is consistent with the risk ratio for the reversed out-
come of remaining dyspeptic, although this is somewhat hard to discern with
so few data points. However, selection of the risk ratio of remaining
dyspeptic on the basis of minimal heterogeneity and maximum statistical
significance would be a data driven decision. Where the interpretation of the
analysis so critically depends on the choice of effect measure it is essential
for the effect measure to be pre-stated before the analysis (as was the case
in this review), the selection being based on clinical and scientific argument.

It is also of interest to consider the consistency (or otherwise) of the
estimates of treatment benefit across the different analyses. The choice of
effect measure can lead to different predictions of benefit. The risk ratio for
cure of 1·21 can be interpreted as the chances of recovery increasing by
21% (around one-fifth) with treatment, or that recovery is 1·2 times more
likely with treatment. This effect may be important if symptomatic recovery
commonly occurs without treatment, but not if it is rare. It is necessary to
obtain an estimate of this typical recovery rate, pc, to gauge the likely impact
of the effect in terms of numbers of patients recovering. In the review there
was considerable variation of baseline recovery rates between 10% and
50%, as shown in the L’Abbé plot in Figure 16.3. Consider a scenario
where the spontaneous recovery rate is 10%: for every 100 people receiving
eradication therapy, 100 × (0·1 × 1·21) = 12 will not have dyspeptic
symptoms later this year, 10 of whom would have recovered without
treatment, and 2 due to treatment.
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Table 16.3 Alternative analyses of eradication trials for non-ulcer dyspepsia.

Measure Effect 95% CI Test of homogeneity

Odds ratio of cure
Fixed effect model 1·31 1·03 to 1·68 Q = 10·8, df = 4, P = 0·03
Random effects model 1·38 0·90 to 2·11

Risk difference for cure
Fixed effect model 0·05 0·01 to 0·09 Q = 8·3, df = 4, P = 0·08
Random effects model 0·06 –0·01 to 0·12

Risk ratio for cure
Fixed effect model 1·21 1·02 to 1·43 Q = 12·7, df = 4, P = 0·01
Random effects model 1·28 0·92 to 1·77

Risk ratio for remaining 
dyspeptic
Fixed effect model 0·93 0·88 to 0·99 Q = 6·4, df = 4, P = 0·18
Random effects model 0·92 0·85 to 0·99



Alternatively the risk difference analysis estimated an absolute increase in
recovery rates of 0·05, or 5%. This can be interpreted as showing that the
chance of recovery increases by 5 percentage points, regardless of baseline
recovery rates. Thus for every 100 people treated, 5 will recover as a result
of treatment, regardless of how many recover anyway.

The estimate of the odds ratio of 1·38 is interpreted as showing that
eradication treatment increases the odds of cure by 38%, or that the odds
are about 1·4 times higher. To understand the effect that this odds ratio
describes it is necessary first to convert it into a risk ratio. Taking the same
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Figure 16.3 L’Abbé plot of the results of the five trials of H. pylori eradication
therapy in the treatment of non-ulcer dyspepsia. The dashed line ascending from
the point (0,0) corresponds to a risk ratio for dyspepsia cured at 12 months of 1·21
(Mantel–Haenszel fixed effect estimate; test for heterogeneity: Q = 12·7, df = 4, 
P = 0·01). The dashed line descending from the point (1,1) corresponds to a risk
ratio for remaining dyspeptic at 12 months of 0·93 (Mantel–Haenszel fixed effect
estimate; test for heterogeneity: Q = 6·4, df = 4, P = 0·18).



spontaneous recovery rate of 10%, the equivalent risk ratio is 1·33, which
leads to an estimate of three additional people being cured for every 100 treated.

The fourth option differs, in that the event being described is remaining
dyspeptic. The estimate suggests that the rate of dyspepsia with treatment
will be 93% of the rate without treatment, or that the rate has decreased by
7%. In terms of numbers of people remaining dyspeptic, this should be
considered in the context of the reversed event rate. We estimate the
proportion remaining dyspeptic at 12 months to be 0·9, to fit in with the
previous scenario. Using this value, for every 100 people receiving eradica-
tion therapy, 100 × (0·9 × 0·93) = 84 will still be dyspeptic at the end of
follow-up, 6 fewer than would be the case without treatment.

The choice of summary statistic therefore also makes a difference to the
estimated benefit of treatment in a particular scenario, the number of
people benefiting from treatment varying between 2 and 6 per 100 depend-
ing on the chosen summary statistic. These discrepancies are less for pro-
jections at typical event rates close to the mean of those observed in the
trials. The pattern of predictions of absolute benefit according to placebo
response rates for the four effect measures are shown in Figure 16.4.
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Figure 16.4 Predictions of treatment benefit at 6–12 months using H. pylori
eradication therapy in non-ulcer dyspepsia. Solid lines indicate predictions within
the range of the trial data, dotted lines indicate predictions beyond the observed
range. The black boxes and vertical lines indicate the point estimates and
confidence intervals of the five trials.



Case study 2 : prevention of influenza through vaccination
Only a small proportion of cases of clinical influenza are caused by the
influenza A virus, the target of most vaccines which protect against
influenza. This means that in clinical trials of influenza vaccines a large
proportion of the cases of clinical influenza would not be prevented even by
a totally efficacious vaccine. Also, the proportion of clinical influenza cases
unrelated to influenza A fluctuates between trials according to seasonal and
geographical variations in other viral infections which cause “flu like
illnesses”.

In a systematic review of the efficacy of influenza vaccines20 it was argued
that, in this situation, the risk difference is the most appropriate summary
statistic if the proportion of participants acquiring influenza A cases is more
stable than the proportion acquiring of non-other influenza like viruses
across the trials. Inspection of a L’Abbé plot (Figure 16.5) and heterogene-
ity statistics (Table 16.4) indicate that this is the case. However, the statis-
tical significance of the heterogeneity remains whichever summary statistic
is used. This may in part be explained by the test of homogeneity being
powerful enough to detect small variations in treatment effects in reviews
with large samples (more than 30 000 participants were included in this
review). However, it may also be explained through variation in the
formulation of the vaccine used in the different trials, and to changes in
circulating influenza A viral subtypes. For this situation it does not make
clinical sense to reverse the outcome and consider the risk ratio for remain-
ing free of clinical influenza. Such a model would predict the largest
absolute benefit of vaccination in a population where rates of influenza like
illnesses are very low, and no benefit in a population where rates are very
high (see the patterns of risk ratios in Figure 16.4).

Discussion

All of the summary statistics considered in this chapter are equally valid
measures of the treatment effect for a randomised controlled trial – the
question we have considered here is their suitability for summarising a set
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Table 16.4 Alternative analyses of influenza vaccination trials

Measure Effect 95% CI Test of homogeneity

Odds ratio for clinical 
illness
Random effects model 0·66 0·53 to 0·81 Q = 84·75, df = 19, P < 0·001

Risk difference for clinical 
illness
Random effects model –0·051 –0·078 to –0·023 Q = 57·86, df = 19, P < 0·001

Risk ratio for clinical illness 
Random effects model 0·75 0·65 to 0·86 Q = 86·98, df = 19, P < 0·001



of trials included in a formal meta-analysis within a systematic review. We
have considered three criteria on which the selection of a measure should
be based: consistency, mathematical behaviour, and ease of comprehen-
sion. No single measure is uniformly best, so that the choice inevitably
involves a compromise.

The odds ratio has the strongest mathematical properties, but is the
hardest to comprehend and to apply in practice. There are many published
examples where odds ratios from meta-analyses have been misinterpreted
by authors as if they were risk ratios.8,9 Indeed, Schwartz et al. observed that
“odds ratios are bound to be interpreted as risk ratios”.21 There must always
be some concern that routine presentation of the results of systematic
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Figure 16.5 L’Abbé plot of the results of 20 trials of influenza vaccination in healthy
adults. The dashed line indicates the summary risk difference of –5·1%.



reviews as odds ratios will lead to frequent overestimation of the benefits
and harms of treatments when the results are applied in clinical practice.

The common use of the odds ratio as the summary measure for a
systematic review may have arisen for reasons of history and convenience.
The Mantel–Haenszel odds ratio method was published as a statistical
method for the stratified analysis of case-control studies,22 for which the
odds ratio is the only valid summary measure of association. When meta-
analyses of clinical trials were first undertaken in health care, the analogy
between pooling trials and pooling strata was noted, and the method was
reconceived as a meta-analytical method. The widespread use of the
method was supported by the availability of software to undertake the
calculation, and the simplification and extension of the method by Richard
Peto for pooling data from survival analyses (see Chapter 15). Since then,
meta-analytic methods have been developed for summarising risk ratios
and risk differences.23 While there are strong advocates of the odds ratio,10

some statisticians and epidemiologists have argued that the odds ratio is
often not the most suitable choice of summary statistic for summarising the
results of randomised trials and systematic reviews.7,24,25

A presentation based on risks appears on the surface to be more likely to
be correctly interpreted than one based on odds. The risk difference is the
easiest measure to understand but is the measure least likely to be consis-
tent across a set of trials. Its use is problematic when it is applied to real
patients with widely ranging expected risks, as treatment benefit often
relates to baseline risk. The risk ratio has some undesirable mathematical
properties, but these apply only to those analyses where event rates are very
high and risk ratios are much greater than unity. For other meta-analyses
the risk ratio may be a wise choice as it is relatively easy to comprehend,
and our empirical study shows that it as likely to be consistent across trials
as an odds ratio. However, there are two “opposing” risk ratios which can
be considered for any analysis, according to how we define outcome, and
selecting the “wrong” one can dramatically alter the results of the system-
atic review, as shown in the Case study 1.

Another possible approach is to use one statistic to analyse the data and
present the results using another. The choice of statistic for analysis might
be based on considerations of mathematics and consistency, whilst an
easily interpreted statistic could be used for presentation. This approach
might, for example, indicate the use of the odds ratio for analysis with
results converted to a risk ratio or a number needed to treat for presenta-
tion (see Box 16.2). A difficulty here is that conversions from odds ratios to
other statistics are sensitive to the typical event rate without treatment (pc),
which will vary greatly according to the situation to which the results are
applied. An average value for pc is often estimated from the control groups
of the clinical trials, but as trials are rarely designed to provide a valid
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estimate of this value this estimate may be inappropriate when applying the
results of the review. A better approach might be to choose pc based on
clinical experience.

The impact of the choice of summary statistic can also be considered in
sensitivity analyses, repeating the analysis for odds ratios, risk ratios and
risk differences. Clearly we would hope that the interpretation of the results
would be consistent irrespective of the summary statistic, indicating that
the broad qualitative conclusions of the review do not depend on the use of
a particular effect measure. However, we have seen that this will not always
be the case (see Case study 1). In some situations changing the effect
measure can have a large effect on the interpretation of the results, espe-
cially where the size as well as the direction of the effect is critical.

Although our investigations of heterogeneity statistics have been helpful
in providing empirical evidence of the relative suitability of odds ratios, risk
ratios and risk differences on average, their use in selecting a summary
statistic for a particular analysis is limited. Selection of a summary measure
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Box 16.2 The number needed to treat

The number needed to treat is considered at some length in Chapter 20. Here
we show how to estimate the number needed to treat from estimates of risk
difference, risk ratio or odds ratio as summaries of treatment effect from a
meta-analysis (although their application to a clinical trial is identical).

The number needed to treat is estimated from a summary risk difference
simply as NNT = 1/RD. This calculation gives a single number with no way
of adapting it to reflect variations in underlying event rates. It is only sensible,
therefore, when there is evidence that the risk difference is relatively constant
across different studies and different event rates.

Numbers needed to treat can be computed directly from summary odds
ratios (OR) or risk ratios (RR) according to the following formulae:

1 1 – pc(1 – OR)
NNT = ————— ; NNT = ————————

pc(1 – RR) pc (1 – pc)(1 – OR)

where pc is the typical event rate without treatment for the scenario to which
they will be applied. 

As the typical event rate increases, the NNT based on a summary risk ratio
will decrease. The NNT based on a summary odds ratio, however, will
decrease as the event rate increases to 50%, and increases thereafter. This
pattern for the odds ratio echoes the symmetry in the weights given to the
trials in the meta-analysis (see main text).



on the basis of minimising heterogeneity is a somewhat data derived
approach which can generate spurious (over-optimistic) findings. Also, in
practice there are often too few trials for a L’Abbé plot or heterogeneity
statistics to give clear guidance on which measure is most suitable.

A priori specification of the model on clinical or scientific grounds
undoubtedly seems preferable to a post hoc selection based on comparisons
of analyses. But how could such an a priori selection be determined? The
choice of a summary statistic may best be viewed as a choice between
different mathematical models of the relationship between control group
event rates and event rates with treatment. The underlying patterns for
these models are shown in the L’Abbé plots in Figure 16.1 (which show
contours of constant effect for each measure) or more clearly in the plot of
treatment benefit against control group event rates in Figure 16.4 (which
shows predictions of actual benefit of treatment for the results of the first
case study). Significant variation in control group event rates between trials
must reflect variation in patient characteristics, control group interven-
tions, outcome measures, study quality, or variation in length of follow-up
(event rates usually increasing with time). If the causes of variation in
control group event rates between the trials can be identified, and if the
shape of the relationship between these event rates and treatment benefit
can be hypothesised, it may be possible to choose the summary statistic
which most closely fits the predicted patterns of these relationships.
Clearly, the practical application of this approach to a particular meta-
analysis is not straightforward, and there is a need for more research into
these issues and the reliability of this approach.
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17 Meta-analysis software
JONATHAN A C STERNE, MATTHIAS EGGER,
ALEXANDER J SUTTON

Summary points

• Both commercial and freely available meta-analytic software is available.
• Freely available software is generally DOS based and less user-friendly

with more limited graphics.
• For commercial software, the main choice is between specialist meta-

analysis software and general statistical packages with meta-analysis
routines available.

A wide range of software to perform meta-analysis has become available in
recent years. In addition to fairly expensive commercial software (which
may be entirely devoted to meta-analysis or include meta-analytic
procedures – sometimes using add-on macros) a number of meta-analysis
packages are distributed free of charge. The purpose of this chapter is to
provide a brief guide to free and commercial meta-analysis software. It
updates a previous review published on the BMJ’s web site.1

We started our search for meta-analysis software with packages listed in
the previous review.1 Authors and distributors of the packages were
contacted to find out whether their software was still available and, if so,
whether new facilities had been added. We then conducted internet
searches using the phrase “meta-analysis software”. Results of such searches
produce very different results depending on the search engine and precise
search specification. For example, using www.google.com in December
1999, searching for “meta-analysis software” (enclosed in quotation marks
to limit the search to the exact phrase) gave 35 web pages but a search for
meta-analysis software (without quotes) resulted in 3500 web pages. Using
a number of different search engines we located some hundreds of possibly
relevant web pages. These were checked further to see if they referred to
relevant software, or to sites listing meta-analysis software.

Because the specification, price and availability of software changes
rapidly (much more rapidly, we hope, than the lifetime of this book), we list
web sites for the software packages and recommend that these be checked
for up-to-date information. All versions of the software that we reviewed
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were for Windows or MS DOS. We apologise for any omissions and 
would encourage authors of packages that we missed, or of packages
released since writing this chapter, to contact us. A web page
http://www.prw.le.ac.uk/epidemio/personal/ajs22/meta/ describing meta-
analysis software is currently maintained by one of the authors and may be
updated with new developments.

Although we do not formally rate the packages for quality, we describe
the software that we considered particularly useful in more detail. We wish
to emphasise that we have not thoroughly tested all the packages and
cannot guarantee that their meta-analytic procedures work as claimed.
Finally, little background information will be given on the meta-analytic
procedures performed by the different software. Readers should consult
Chapter 1 and Chapter 2 for the basic principles of meta-analysis, cumula-
tive meta-analysis and forest plots, Chapter 11 for funnel plots and radial
plots, Chapter 14 for meta-analysis of diagnostic studies and Chapter 15
for the statistical basis of meta-analysis.

We have categorised the software as follows: (i) commercial software
exclusively for meta-analysis; (ii) freely available meta-analysis software;
and (iii) general statistical software (commercial) which includes facilities
for meta-analysis or for which meta-analysis routines have been written.

Commercial meta-analysis software

We found four commercial meta-analysis software packages, of which
two were awaiting full release. The main advantage of these packages is that
they are Windows-based (except for DSTAT), and thus allow easy transfer
of data, results and graphics from and to other packages. The features of
the commercial meta-analysis packages are described below and summa-
rized in Table 17.1.

Metaxis version 1
(http://www.update-software.com/metaxis/metaxis-frame.html)

At the time of writing, this Windows-based program was awaiting full
release. Metaxis is designed to perform all aspects of a systematic review,
including meta-analysis. Management of the review is based on a set of
tasks, from defining the review questions and study eligibility criteria to
data extraction and analysis. Reference management is also available. Data
can be imported directly from spreadsheets such as Excel. A full range of
meta-analytic routines and graphics is available, including fixed effects and
random effects models, forest plots and funnel plots. These routines are
written in a scripting language which can be edited by users, who can thus
change existing routines or write new ones. Once all tasks are completed,
the program will produce a Word document for final editing into a
manuscript for publication.
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Comprehensive Meta-Analysis version 0.0.72 
(http://www.meta-analysis.com)

This Windows-based program has recently been released. The user is
able to create a database of studies, including abstracts and references.
Data can be entered in a spreadsheet, or may be imported directly from
Microsoft Excel. Different outcome measures, and groups of studies for
analysis, may be specified. The program does fixed and random effects
meta-analyses using a range of weighting schemes. Meta-analyses may be
grouped according to covariates such as type of intervention or method-
ological quality of component studies. Forest plots and funnel plots can be
displayed and exported to other Windows progams.

MetaWin version 2.0 (http://www.metawinsoft.com)
MetaWin is a Windows based package. Data is entered in a spreadsheet,

and Excel files may be imported directly. For each study summary statistics
are calculated from the numbers of patients with and without disease, or
the mean and standard deviation of the response in each group. Fixed and
random effects models are available to combine these summary statistics,
and additionally nonparametric resampling tests and confidence intervals
can be computed.2 Cumulative meta-analysis and radial plots to assess
heterogeneity and diagnose publication bias are available. Exploring
heterogeneity by including study level covariates in a mixed model is also
possible. At the time of writing, MetaWin was relatively inexpensive
compared to Metaxis and Comprehensive Meta-Analysis.

DSTAT version 1.11 (http://www.erlbaum.com)
DSTAT was developed for meta-analysis in the psychological sciences.

The data are entered as 2 × 2 tables (for binary outcomes), correlation
coefficients, test statistics, P values or mixtures. These statistics are then
converted into a standardised (scale-free) effect measure. Clinically more
relevant quantities such as the difference in risk, the relative risk or the odds
ratio cannot be calculated with DSTAT. Also, results cannot be graphically
displayed. These drawbacks severely limit the usefulness of DSTAT for
meta-analysis in medical research.

Freely available meta-analysis software

Other than RevMan (see below) all the freely available packages are
DOS-based. This means that importing data from other packages such as
Excel is more difficult than for the Windows-based commercial packages.
While most standard meta-analytic procedures can be performed using
these packages, graphics produced by the DOS-based packages are less
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flexible than those by the Windows packages because they must be edited
within the package and are often difficult to import into word processing
software. Features of the freely available meta-analysis packages are
described below and summarized in Table 17.2.

The Cochrane Collaboration’s Review Manager (RevMan version
4.03) (http://www.cochrane.org/cochrane/revman.htm)

RevMan is a Windows-based software package designed to enter review
protocols or completed reviews in Cochrane format.3 This includes a
structured text of the review and tables of included as well as excluded
studies. Technical support is available to members of registered Cochrane
review groups.

RevMan includes an analysis module, MetaView. Dichotomous or
continuous data can be entered and analysed using fixed and random
models on the outcome scales: odds ratio, relative risk, risk difference,
mean difference and standardised mean difference. Different comparisons
and outcomes can be accommodated in the same data sheet. Forest plots
may be displayed with or without raw data, weights and year of individual
studies. Forest plots and data displays may be sorted by various study
characteristics. Funnel plots are also available. Forest plots (but not funnel
plots) can be exported as bitmap files.

A possible disadvantage of using RevMan for meta-analysis is that,
because it is designed to contain an entire review for inclusion into the
Cochrane Database of Systematic Reviews, the user must first enter a good
deal of information, such as the full bibliographic details of the studies,
before any meta-analytic procedures can be conducted.

Meta-Analyst
Meta-analyst was written by Dr Joseph Lau, New England Medical

Center, Box 63, 750 Washington St, Boston, MA 02111, USA. The pro-
gram is DOS-based; a Windows version is under development. Interested
readers should contact the author (joseph.lau@es.nemc.org) to obtain a
copy. The program was developed for standard and cumulative meta-
analysis of clinical trials with dichotomous outcomes only. Only one out-
come can be entered at a time. The programme offers the widely used fixed
effects and random effects models for combining odds ratios, relative risks
and risk differences. Other variables such as the year of publication or
quality features of component studies may be included in the data table.
Cumulative meta-analysis can be performed in ascending or descending
order by covariates such as study quality or year of publication. There is an
option to send graphical output to an encapsulated PostScript file.
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Meta-Test (http://hiru.mcmaster.ca/cochrane/cochrane/sadt.htm and
http://som.flinders.edu.au/FUSA/Cochrane/COCHRANE/sadt.htm)

This DOS-based package, also written by Dr Joseph Lau (see email
address above) is the only package specifically designed for the meta-
analysis of diagnostic test data, and hence has features which are unique
within this review. Data for each study (true +, false –, false +, true –)
together with study-level covariates, are entered within the package. The
package displays sensitivity and specificity, separately for each study and
pooled under both fixed and random-effects models. Summary receiver
operator curve (ROC) analyses are also displayed. Forest plots of sensitivity
and specificity, and summary accuracy curves, are available. Graphics can
be saved using the encapsulated PostScript format.

Easy MA version 99 (http://www.spc.univ-lyon1.fr/~mcu/easyma/)
EasyMA is a DOS-based package which was developed by Michel

Cucherat from the University of Lyon. All menu headings are written in
English but contextual help is available only in French, however a paper-
based manual translated into English and a paper4 describing the program
are available. EasyMA was developed for meta-analysis of clinical trials
with one or several dichotomous outcomes. It is menu driven and offers
fixed effects (e.g. Mantel–Haenszel, Yusuf–Peto) and random effects
models for calculation of combined odds ratios, relative risks and risk
differences. In the latter case the number of patients needed to treat to
prevent one event (NNT) is also given. Other useful features include a
table ranking studies according to control group event rates, and weighted
and unweighted regression analysis of control group against treatment
group rates. EasyMA produces forest plots both for standard and cumula-
tive meta-analysis as well as radial and funnel plots.

Meta (http://www.RalfSchwarzer.de)
Written by Ralf Schwarzer from Free University of Berlin, this program

runs under DOS, and is designed for the meta-analysis of effect sizes
(standardized mean differences). The program can be used to plot a stem-
and-leaf display of correlation coefficients, but high quality graphics are not
available.

General statistical software which includes facilities for
meta-analysis, or for which meta-analysis routines
have been written

For readers who are already familiar with and who have access to a com-
mercial statistical software package, using its facilities for meta-analysis is
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likely to be the most convenient way to perform meta-analysis. Details of
general packages are given in Box 17.1. The packages marked with an
asterix do not provide ready-made meta-analysis routines but programs for
meta-analysis have been written by users and made freely available. While
the addresses of some useful websites are given in Box 17.1; to find further
information, we recommend an internet search for “meta-analysis”

META-ANALYSIS SOFTWARE

343

Box 17.1 General statistical software which includes
facilities for meta-analysis, or for which meta-analysis
routines are available

Stata* (http://www.stata.com)
Stata is a general purpose statistical package. A comprehensive range of meta-
analytic procedures, which have been written by users and make available the
vast majority of techniques and graphs possible in the commercial packages,
can be downloaded from the internet. Meta-analysis in Stata is described in
detail in Chapter 18.

SAS* (http://www.sas.com)
SAS is widely used for data management and statistical analysis. A whole
book dedicated to the use of SAS for carrying out meta-analysis is available,5

and the code routines described therein are available for downloading.
Additionally, a further suite of SAS macros have been written and described6

which carry out fixed and random effect analyses as well as several plots.
These are available at: 
http://www.prw.le.ac.uk/epidemio/personal/ajs22/meta/macros.sas. 
References to SAS routines for more specialized methods can be found at:
http://www.prw.le.ac.uk/epidemio/personal/ajs22/meta/routines.html

Unfortunately, the relatively poor quality of the graphics produced by SAS
(compared to other commercial packages listed here) seriously undermines
its potential for meta-analysis, especially if high quality plots are desired for
inclusion in a publication.

S-Plus* (http://www.mathsoft.com/splus) / R (http://cran.r-project.org)
S-Plus is a commercial statistical package based on the S programming
language. Recently developed statistical methods are often made available as
functions in S-Plus. Examples of routines for meta-analysis can be found at: 
http://www.prw.le.ac.uk/epidemio/personal/ajs22/meta/routines.html, and
http://www.research.att.com/~dumouchel/bsoft.html

R is a freely distributed statistical package also based on the S programming
language. It is often possible to run routines written for S-plus using R with
little or no modification. Additionally, basic meta-analysis routines have been
written specifically for R; available at:
http://cran.r-project.org

A particular strength of S-Plus/R is their graphical capabilities.
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StatsDirect (http://www.camcode.com)
StatsDirect is a Windows-based general statistical package which includes
facilities for meta-analysis. Data is contained in a spreadsheet-type editor and
may be pasted from packages such as Excel. Meta-analysis is performed by
clicking on menu options to specify columns corresponding to the total
patients, and number of events, in each group. Output includes fixed and
random effects models, forest plots and funnel plots.

BUGS and WinBUGS* (http://www.mrc-bsu.cam.ac.uk/bugs)
BUGS and WinBUGS (the Windows version of BUGS) are used for
Bayesian analysis of complex statistical models. Bayesian methods are an
alternative to the more common classical statistical methods (used exclusively
in the other software described here, with the exception of a Bayesian routine
written for S-Plus), however, they are often computationally demanding
which made them impractical until recent advances in computer software and
processing power. BUGS code for random effects meta-analysis is given by
Smith et al.7 The relative advantages and disadvantages of Bayesian models
over classical methods are a matter of ongoing debate; see chapter 2 for a brief
discussion of Bayesian meta-analysis and Smith et al.7 and Sutton et al.8 for
more detailed descriptions.

BUGS software may be downloaded freely, but its use requires substantial
expertise. BUGS provides a flexible platform to implement complex, non-
standard, meta-analysis models: one useful extension is the ability to estimate
associations between treatment effects and underlying risk (see chapter 10),9

which is not possible using any of the other software reviewed. Additionally,
Spiegelhalter et al.10 have described how an alternative approach to meta-
analysis, called the Confidence Profile Method11 can be implemented using
BUGS.

StatXact (http://www.cytel.com/products/statxact/statxact1.html)
StatXact is a specialist statistical package which provides exact nonparamet-
ric statistical inference on continuous or categorical data. It includes facilities
for fixed-effects meta-analysis which provide exact and asymptotic tests of
homogeneity of odds ratios, and exact and asymptotic tests and confidence
intervals for the combined odds ratio, and may thus be of particular use in
meta-analyses based on small numbers of events.

True Epistat (http://ic.net/~biomware/biohp2te.htm)
This is a comprehensive statistics package which includes meta-analysis.
Studies using dichotomous outcomes or continuous outcomes can be
analysed by inverse-variance-weighted fixed effects models or random effects
models. Correlation coefficients can also be combined, and forest plots and
funnel plots can be drawn. The latest version (5.3) is still DOS based but a
Windows version is under development.

* No built-in meta-analysis routines available.



together with the name of the desired package. For example, to find
information on meta-analysis routines using SAS, search on “meta-analysis
SAS”. For a detailed review of code routines available to do specialist 
meta-analysis procedures in several statistical packages including SAS, see
Sutton et al.12

Conclusions

Software for meta-analysis has developed rapidly over the past five years,
and it would appear that it will continue to do so. We consider no one soft-
ware solution to be indisputably superior. The difficulty in choosing the
best software is compounded by the fact that one of the commercial
packages (Metaxis) is not fully released yet, and its full capabilities not
finalised. However, it would appear that the specialist commercial packages
Metaxis, Comprehensive Meta-Analysis and MetaWin will all provide a
powerful and easy to use solution for most meta-analysts’ needs. Metaxis,
RevMan, and, to some extent, Comprehensive Meta-Analysis provide
assistance in all aspects of a systematic review. It should also be noted that
these packages are all under continued development and further facilities
may be added in the future.

The freely available software is generally less polished and easy to use
than the commercial packages. However most standard analyses and
graphs can be obtained, although perhaps with more difficulty than for the
commercial packages. The authors have also had problems getting these
DOS programs to run under new operating systems such as Windows NT.

The most difficult choice is between buying commercial software
specifically for meta-analysis, or choosing more general statistical software
with meta-analysis facilities. The “learning curve” required to perform
meta-analysis is likely to be steeper for general statistical software than for
a specialist package. However the data manipulation and graphical facilities
of the general packages may be of use to meta-analysts. Of the general
software Stata has the most comprehensive, easy to use and well-
documented meta-analysis macros; offering a range of options which
compares favourably to the specifically designed commercial packages (see
Chapter 18). While many different analyses and graphs are possible with
other general packages, meta-analysis facilities are less comprehensive, and
generally the user interfaces are less intuitive than the specifically designed
menu driven Windows packages.

1 Egger M, Sterne JAC, Davey Smith G. Meta-analysis software. http://www.bmj.com/
archive/7126/7126ed9.htm. (accessed 21.11.2000.)

2 Adams DC, Gurevitch J, Rosenberg MS. Resampling tests for meta-analysis of ecological
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18 Meta-analysis in StataTM

JONATHAN A C STERNE, MICHAEL J BRADBURN,
MATTHIAS EGGER

Summary points

• StataTM is a general-purpose, command-line driven, programmable
statistical package.

• A comprehensive set of user-written commands is freely available for
meta-analysis.

• Meta-analysis of studies with binary (relative risk, odds ratio, risk
difference) or continuous outcomes (difference in means, standardised
difference in means) can be performed.

• All the commonly used fixed effect (inverse variance method,
Mantel–Haenszel method and Peto’s method) and random effect
(DerSimonian and Laird) models are available.

• An influence analysis, in which the meta-analysis estimates are computed
omitting one study at a time, can be performed.

• Forest plots, funnel plots and L’Abbé plots can be drawn and statistical
tests for funnel plot asymmetry can be computed.

• Meta-regression models can be used to analyse associations between
treatment effect and study characteristics.

We reviewed a number of computer software packages that may be used to
perform a meta-analysis in Chapter 17. In this chapter we show in detail
how to use the statistical package Stata both to perform a meta-analysis and
to examine the data in more detail. This will include looking at the
accumulation of evidence in cumulative meta-analysis, using graphical 
and statistical techniques to look for evidence of bias, and using meta-
regression to investigate possible sources of heterogeneity.

Getting started

Stata is a general-purpose, command-line driven, programmable statisti-
cal package in which commands to perform several meta-analytic methods
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All data sets described in this Chapter are available from the book’s website: 
<www.systematicreviews.com>.
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are available. Throughout this chapter, Stata commands appear in bold
font, and are followed by the Stata output that they produce. Users
should note that the commands documented here do not form part of the
“core” Stata package, but are all user-written “add-ons” which are freely
available on the internet. In order to perform meta-analyses in Stata, these
routines need to be installed on your computer by downloading the
relevant files from the Stata web site (www.stata.com). See Box 18.1 for
detailed instructions on how to do this.

We do not attempt to provide a full description of the commands:
interested readers are referred to help files for the commands, and to the
relevant articles in the Stata Technical Bulletin (STB, see reference list). To
display the help file, type help followed by the command (for example
help metan) or go into the “Help” menu and click on the “Stata
command…” option. Bound books containing reprints of a year’s Stata

Box 18.1 Downloading and installing user-written meta-
analysis commands

As a first step we recommend that you make sure that your installation is up-
to-date by typing update all in the command window. Stata will auto-
matically connect to www.stata.com and update the core package. It will also
download brief descriptions of all user-written commands published in the
Stata Technical Bulletin. Those relating to meta-analysis can be displayed by
typing search meta. The most convenient way to install user-written
commands is from within Stata. Go into the “Help” menu and click on 
the “STB and User-Written Programs” option. Now click on
http://www.stata.com and then on stb (for Stata Technical Bulletins). The
meta-analysis routines described in this chapter can then be downloaded as
follows:

Click on… … then click on to install commands
stb45 sbe24.1 metan, funnel, labbe
stb43 sbe16.2 meta
stb42 sbe22 metacum
stb56 sbe26.1 metainf
stb58 sbe19.3 metabias
stb42 sbe23 metareg

Note that these are the latest versions as of December 2000 and you should
check whether updated versions or new commands have become available
(update all, search meta).



Technical Bulletin articles are also available and are free to university
libraries. The articles referred to in this chapter are available in STB
reprints volumes 7: (STB 38 to STB 42) and 8 (STB 43 to 48). The Stata
website gives details of how to obtain these. All the output shown in this
chapter was obtained using Stata version 6. Finally, we assume that the
data have already been entered into Stata.

Commands to perform a standard meta-analysis

Example 1: intravenous streptokinase in myocardial infarction
The following table gives data from 22 randomised controlled trials of
streptokinase in the prevention of death following myocardial infarction.1–3

Table 18.1

Trial Trial name Publication Intervention group Control group
number year

Deaths Total Deaths Total

1 Fletcher 1959 1 12 4 11
2 Dewar 1963 4 21 7 21
3 1st European 1969 20 83 15 84
4 Heikinheimo 1971 22 219 17 207
5 Italian 1971 19 164 18 157
6 2nd European 1971 69 373 94 357
7 2nd Frankfurt 1973 13 102 29 104
8 1st Australian 1973 26 264 32 253
9 NHLBI SMIT 1974 7 53 3 54

10 Valere 1975 11 49 9 42
11 Frank 1975 6 55 6 53
12 UK Collaborative 1976 48 302 52 293
13 Klein 1976 4 14 1 9
14 Austrian 1977 37 352 65 376
15 Lasierra 1977 1 13 3 11
16 N German 1977 63 249 51 234
17 Witchitz 1977 5 32 5 26
18 2nd Australian 1977 25 112 31 118
19 3rd European 1977 25 156 50 159
20 ISAM 1986 54 859 63 882
21 GISSI-1 1986 628 5860 758 5852
22 ISIS-2 1988 791 8592 1029 8595

These data were saved in Stata dataset strepto.dta which is available
from the book’s website (http://www.systematicreviews.com). We can list
the variables contained in the dataset, with their descriptions (variable
labels) by using the describe command:
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describe

Contains data from strepto.dta
obs: 22 Streptokinase after MI
vars: 7
size: 638 (99.7% of memory free)

1. trial byte %8.0g Trial number
2. trialnam str14 %14s Trial name
3. year int %8.0g Year of publication
4. pop1 int %12.0g Treated population
5. deaths1 int %12.0g Treated deaths
6. pop0 int %12.0g Control population
7. deaths0 int %12.0g Control deaths

Sorted by: trial

The metan command
The metan command4 provides methods for the meta-analysis of studies

with two groups. With binary data the effect measure can be the difference
between proportions (sometimes called the risk difference or absolute risk
reduction), the ratio of two proportions (risk ratio or relative risk), or the
odds ratio. With continuous data both observed differences in means or
standardised differences in means can be used. For both binary and
continuous data either fixed effects or random effects models can be fitted.

For analysis of trials with binary outcomes, the command requires
variables containing the number of individuals who did and did not
experience disease events, in intervention and control groups. Using the
streptokinase data, the variables required can be created as follows:

generate alive1=pop1-deaths1
generate alive0=pop0-deaths0

In the following, we use the metan command to perform a meta-analy-
sis on relative risks, derive the summary estimate using Mantel–Haenszel
methods, and produce a forest plot. The options (following the comma)
that we use are:

rr perform calculations using relative risks
xlab(.1,1,10) label the x-axis
label(namevar=trialnam) label the output and vertical axis of the

graph with the trial name. The trial year
may also be added by specifying 
yearvar=year.
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Display the help file for a complete list of options. The command and
output in our analysis are as follows (note that all commands are typed on
one line although they may be printed on two):

metan deaths1 alive1 deaths0 alive0, rr xlab(.1,1,10)
label(namevar=trialnam)

Study RR [95% Conf Interval] % Weight

Fletcher .229167 .030012 1.74987 .177945
Dewar .571429 .196152 1.66468 .298428
1st European 1.3494 .742948 2.45088 .63566
Heikinheimo 1.22321 .668816 2.23714 .74517
Italian 1.0105 .551044 1.85305 .784121
2nd European .702555 .533782 .924693 4.0953
2nd Frankfurt .457066 .252241 .828213 1.22434
1st Australian .778646 .478015 1.26835 1.39327
NHLBI SMIT 2.37736 .648992 8.70863 .126702
Valere 1.04762 .480916 2.28212 .413208
Frank .963636 .33158 2.80052 .260532
UK Collab .895568 .626146 1.28092 2.25043
Klein 2.57143 .339414 19.4813 .051901
Austrian .608042 .417252 .886071 2.67976
Lasierra .282051 .033993 2.3403 .138556
N German 1.16088 .840283 1.60379 2.24179
Witchitz .8125 .26341 2.5062 .235214
2nd Australian .849654 .536885 1.34463 1.28713
3rd European .509615 .33275 .78049 2.11133
ISAM .880093 .619496 1.25031 2.65037
GISSI-1 .827365 .749108 .913797 32.3376
ISIS-2 .768976 .704392 .839481 43.8613

M-H pooled RR .79876 .754618 .845484

Heterogeneity chi-squared = 30.41 (d.f. = 21) p = 0.084
Test of RR=1 : z= 7.75 p = 0.000

The output shows, for each study, the treatment effect (here, the relative
risk) together with the corresponding 95% confidence interval and the per-
centage weight contributed to the overall meta-analysis. The summary
(pooled) treatment effect (with 95% CI and P value) and the heterogeneity
test are also shown. By default, new variables containing the treatment



effect size, its standard error, the 95% CI and study weights and sample
sizes are added to the dataset.

The metan command also automatically produces a forest plot (see
Chapter 2). In a forest plot the contribution of each study to the meta-
analysis (its weight) is represented by the area of a box whose centre
represents the size of the treatment effect estimated from that study (point
estimate). The confidence interval for the treatment effect from each study
is also shown. The summary treatment effect is shown by the middle of a
diamond whose left and right extremes represent the corresponding
confidence interval.

Both the output and the graph show that there is a clear effect of
streptokinase in protecting against death following myocardial infarction.
The meta-analysis is dominated by the large GISSI-12 and ISIS-23 trials
which contribute 76·2% of the weight in this analysis. If required, the text
showing the weights or treatment effects may be omitted from the graph
(options nowt and nostats, respectively). The metan command will
perform all the commonly used fixed effects (inverse variance method,
Mantel–Haenszel method and Peto’s method) and random effects
(DerSimonian and Laird) analyses. These methods are described in
Chapter 15. Commands labbe to draw L’Abbé plots (see Chapters 8 and
10) and funnel to draw funnel plots (see Chapter 11) are also included.
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The meta command
The meta command5–7 uses inverse-variance weighting to calculate fixed
and random effects summary estimates, and, optionally, to produce a forest
plot. The main difference in using the meta command (compared to the
metan command) is that we require variables containing the effect
estimate and its corresponding standard error for each study. Commands
metacum, metainf, metabias and metareg (described later in this
chapter) also require these input variables. Here we re-analyse the strep-
tokinase data to demonstrate meta, this time considering the outcome on
the odds ratio scale. For odds ratios or risk ratios, the meta command
works on the log scale. So, to produce a summary odds ratio we need to
calculate the log of the ratio and its corresponding standard error for each
study. This is straightforward for the odds ratio. The log odds ratio is
calculated as

generate logor=log((deaths1/alive1)/(deaths0/alive0))

and its standard error, using Woolf’s method, as

generate selogor=sqrt((1/deaths1)+(1/alive1)+
(1/deaths0)+(1/alive0))

Chapter 15 gives this formula, together with the standard errors of the risk
ratio and other commonly used treatment effect estimates. The output can
be converted back to the odds ratio scale using the eform option to expo-
nentiate the odds ratios and their confidence intervals. Other options used
in our analysis are:

graph(f) display a forest plot using a fixed-effects 
summary estimate. Specifying graph(r)
changes this to a random-effects estimate

cline draw a broken vertical line at the combined 
estimate

xlab(.1,1,10) label the x-axis at odds ratios 0·1, 1 and 10
xline(1) draw a vertical line at 1
id(trialnam) label the vertical axis with the trial name 

contained in variable trialnam
b2title(Odds ratio) label the x-axis with the text “Odds ratio”.
print output the effect estimates, 95% CI and 

weights for each study
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The command and output are as follows:

meta logor selogor, eform graph(f) cline xline(1)
xlab(.1,1,10) id(trialnam) b2title(Odds ratio) print

Meta-analysis (exponential form)

Pooled 95% CI Asymptotic No. of
Method Est Lower Upper z_value p_value studies

Fixed 0.774 0.725 0.826 -7.711 0.000 22
Random 0.782 0.693 0.884 -3.942 0.000

Test for heterogeneity: Q= 31.498 on 21 degrees of
freedom (p= 0.066)
Moment-based estimate of between studies variance =
0.017

Weights Study 95% CI
Study Fixed Random Est Lower Upper

Fletcher 0.67 0.67 0.16 0.01 1.73
Dewar 1.91 1.85 0.47 0.11 1.94

1st European 6.80 6.10 1.46 0.69 3.10
Heikinheimo 8.72 7.61 1.25 0.64 2.42

Italian 8.18 7.19 1.01 0.51 2.01
2nd European 31.03 20.39 0.64 0.45 0.90
2nd Frankfurt 7.35 6.54 0.38 0.18 0.78
1st Australian 12.75 10.50 0.75 0.44 1.31

NHLBI SMIT 1.93 1.87 2.59 0.63 10.60
Valere 3.87 3.63 1.06 0.39 2.88
Frank 2.67 2.55 0.96 0.29 3.19

UK Collab 20.77 15.39 0.88 0.57 1.35
Klein 0.68 0.67 3.20 0.30 34.59

Austrian 20.49 15.24 0.56 0.36 0.87
Lasierra 0.65 0.64 0.22 0.02 2.53
N German 21.59 15.84 1.22 0.80 1.85
Witchitz 2.06 1.99 0.78 0.20 3.04

2nd Australian 10.50 8.92 0.81 0.44 1.48
3rd European 13.02 10.68 0.42 0.24 0.72

ISAM 27.13 18.63 0.87 0.60 1.27
GISSI-1 303.12 49.69 0.81 0.72 0.90
ISIS-2 400.58 51.76 0.75 0.68 0.82
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Note that meta performs both fixed and random effects analyses by
default and the tabular output includes the weights from both analyses. It
is clear that the smaller studies are given relatively more weight in the
random effects analysis than with the fixed effect model. Because the meta
command requires only the estimated treatment effect and its standard
error, it will be particularly useful in meta-analyses of studies in which the
treatment effect is not derived from the standard 2 × 2 table. Examples
might include crossover trials, or survival trials, when the treatment effect
might be measured by the hazard ratio derived from Cox regression.

Example 2: intravenous magnesium in acute myocardial infarction
The following table gives data from 16 randomised controlled trials of

intravenous magnesium in the prevention of death following myocardial
infarction. These trials are a well-known example where the results of a
meta-analysis8 were contradicted by a single large trial (ISIS-4)9–11 (see also
Chapters 3 and 11).



Table 18.2

Trial Trial name Publication Intervention group Control group
number year

Deaths Total Deaths Total

1 Morton 1984 1 40 2 36
2 Rasmussen 1986 9 135 23 135
3 Smith 1986 2 200 7 200
4 Abraham 1987 1 48 1 46
5 Feldstedt 1988 10 150 8 148
6 Schechter 1989 1 59 9 56
7 Ceremuzynski 1989 1 25 3 23
8 Bertschat 1989 0 22 1 21
9 Singh 1990 6 76 11 75

10 Pereira 1990 1 27 7 27
11 Schechter 1 1991 2 89 12 80
12 Golf 1991 5 23 13 33
13 Thogersen 1991 4 130 8 122
14 LIMIT-2 1992 90 1159 118 1157
15 Schechter 2 1995 4 107 17 108
16 ISIS-4 1995 2216 29 011 2103 29 039

These data were saved in Stata dataset magnes.dta.

describe

Contains data from magnes.dta
obs: 16 Magnesium and CHD
vars: 7

1. trial int %8.0g Trial number
2. trialnam str12 %12s Trial name
3. year int %8.0g Year of publication
4. tot1 long %12.0g Total in magnesium group
5. dead1 double %12.0g Deaths in magnesium group
6. tot0 long %12.0g Total in control group
7. dead0 long %12.0g Deaths in control group

Sorted by: trial

The discrepancy between the results of the ISIS-4 trial and the earlier
trials can be seen clearly in the graph produced by the metan command.
Note that because the ISIS-4 trial provides 89·7% of the total weight in the
meta-analysis, the overall (summary) estimate using fixed-effects analysis is
very similar to the estimate from the ISIS-4 trial alone.
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Dealing with zero cells
When one arm of a study contains no events – or, equally, all events – we

have what is termed a “zero cell” in the 2 × 2 table. Zero cells create
problems in the computation of ratio measures of treatment effect, and the
standard error of either difference or ratio measures. For trial number 8
(Bertschart), there were no deaths in the intervention group, so that the
estimated odds ratio is zero and the standard error cannot be estimated. A
common way to deal with this problem is to add 0·5 to each cell of the 
2 × 2 table for the trial. If there are no events in either the intervention or
control arms of the trial, however, then any measure of effect summarised
as a ratio is undefined, and unless the absolute (risk difference) scale is used
instead, the trial has to be discarded from the meta-analysis.

The metan command deals with the problem automatically, by adding
0·5 to all cells of the 2 × 2 table before analysis. For the commands which
require summary statistics to be calculated (meta, metacum, metainf,
metabias and metareg) it is necessary to do this, and to drop trials with
no events or in which all subjects experienced events, before calculating the
treatment effect and standard error.

To drop trials with no events or all events:
drop if dead1==0&dead0==0
drop if dead1==tot1&dead0==tot0



To add 0·5 to the 2 × 2 table where necessary:
gen trzero=0
replace trzero=1 if
dead1==0|dead0==0|dead1==tot1|dead0==tot0
(1 real change made)
replace dead1=dead1+0·5 if trzero==1
(1 real change made)
replace dead0=dead0+0·5 if trzero==1
(1 real change made)
replace tot1=tot1+1 if trzero==1
(1 real change made)
replace tot0=tot0+1 if trzero==1
(1 real change made)

To derive summary statistics needed for meta-analysis:
generate alive0=tot0-dead0
generate alive1=tot1-dead1
generate logor=log((dead1/alive1)/(dead0/alive0))
generate
selogor=sqrt((1/dead1)+(1/alive1)+(1/dead0)+(1/alive0))

To use the meta command to perform a meta-analysis:
meta logor selogor, eform id(trialnam) print

Meta-analysis (exponential form)

Pooled 95% CI Asymptotic No. of
Method Est Lower Upper z_value p_value studies

Fixed 1.015 0.956 1.077 0.484 0.629 16
Random 0.483 0.329 0.710 -3.706 0.000

Test for heterogeneity: Q= 47.059 on 15 degrees of
freedom (p= 0.000)
Moment-based estimate of between studies variance =
0.224
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Weights Study 95% CI
Study Fixed Random Est Lower Upper

Morto 0.64 0.56 0.44 0.04 5.02
Rasmussen 5.83 2.53 0.35 0.15 0.78

Smith 1.53 1.14 0.28 0.06 1.36
Abraham 0.49 0.44 0.96 0.06 15.77

Feldstedt 4.18 2.16 1.25 0.48 3.26
Schechter 0.87 0.73 0.09 0.01 0.74

Ceremuzynski 0.70 0.61 0.28 0.03 2.88
Bertschart 0.36 0.34 0.30 0.01 7.88

Singh 3.48 1.96 0.50 0.17 1.43
Pereira 0.81 0.69 0.11 0.01 0.97

Schechter & Hod 1 1.64 1.20 0.13 0.03 0.60
Gold 2.61 1.65 0.43 0.13 1.44

Thoegersen 2.55 1.62 0.45 0.13 1.54
LIMIT-2 46.55 4.08 0.74 0.56 0.99

Schechter & Hod 2 3.03 1.81 0.21 0.07 0.64
ISIS-4 998.78 4.45 1.06 1.00 1.13

Note the dramatic difference between the fixed and random effects
summary estimates, which arises because the studies are weighted much
more equally in the random effects analysis. Also, the test of heterogeneity
is highly significant. We will return to this example later.

Cumulative meta-analysis

The metacum command12 performs and graphs cumulative meta-
analyses,13,14 in which the cumulative evidence at the time each study was
published is calculated. This command also requires variables containing
the effect estimate and its corresponding standard error for each study (see
above). To perform a cumulative meta-analysis of the streptokinase trials,
we first create a character variable of length 20 containing both trial name
and year, and then sort by year:

gen str21 trnamyr=trialnam+|| (||+string(year)+||)||

sort year

The options for the metacum command are similar to those for the meta
command, except:
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effect(f) perform all calculations using fixed-effects 
meta-analysis. Specifying effect(r)
changes this to a random-effects estimate

graph produce a cumulative meta-analysis graph

The command and output are as follows:

metacum logor selogor, effect(f) eform graph cline
xline(1) xlab(.1,1,10) id(trnamyr) b2title(Odds ratio)

Cumulative fixed-effects meta-analysis of 22 studies
(exponential form)

Cumulative 95% CI
Trial estimate Lower Upper z P value
Fletcher (1959) 0.159 0.015 1.732 -1.509 0.131
Dewar (1963) 0.355 0.105 1.200 -1.667 0.096
1st European (1969) 0.989 0.522 1.875 -0.034 0.973
Heikinheimo (1971) 1.106 0.698 1.753 0.430 0.667
Italian (1971) 1.076 0.734 1.577 0.376 0.707
2nd European (1971) 0.809 0.624 1.048 -1.607 0.108
2nd Frankfurt (1973)0.742 0.581 0.946 -2.403 0.016
1st Australian (1973)0.744 0.595 0.929 -2.604 0.009
NHLBI SMIT (1974) 0.767 0.615 0.955 -2.366 0.018
Valere (1975) 0.778 0.628 0.965 -2.285 0.022
Frank (1975) 0.783 0.634 0.968 -2.262 0.024
UK Collab (1976) 0.801 0.662 0.968 -2.296 0.022
Klein (1976) 0.808 0.668 0.976 -2.213 0.027
Austrian (1977) 0.762 0.641 0.906 -3.072 0.002
Lasierra (1977) 0.757 0.637 0.900 -3.150 0.002
N German (1977) 0.811 0.691 0.951 -2.571 0.010
Witchitz (1977) 0.810 0.691 0.950 -2.596 0.009
2nd Australian (1977)0.810 0.695 0.945 -2.688 0.007
3rd European (1977) 0.771 0.665 0.894 -3.448 0.001
ISAM (1986) 0.784 0.683 0.899 -3.470 0.001
GISSI-1 (1986) 0.797 0.731 0.870 -5.092 0.000
ISIS-2 (1988) 0.774 0.725 0.826 -7.711 0.000
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By the late 1970s, there was clear evidence that streptokinase prevented
death following myocardial infarction. However it was not used routinely
until the late 1980s, when the results of the large GISSI-1 and ISIS-2
trials became known (see Chapter 1). The cumulative meta-analysis plot
makes it clear that although these trials reduced the confidence interval
for the summary estimate, they did not change the estimated degree of
protection.

Examining the influence of individual studies

The influence of individual studies on the summary effect estimate may
be displayed using the metainf command.15 This command performs an
influence analysis, in which the meta-analysis estimates are computed
omitting one study at a time. The syntax for metainf is the same as that
for the meta command. By default, fixed-effects analyses are displayed.
Let’s perform this analysis for the magnesium data:

metainf logor selogor, eform id (trialnam)
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The label above the vertical axis indicates that the treatment effect
estimate (here, log odds ratio) has been exponentiated. The meta-analysis
is dominated by the ISIS-4 study, so omission of other studies makes little
or no difference. If ISIS-4 is omitted then there appears to be a clear effect
of magnesium in preventing death after myocardial infarction.

Funnel plots and tests for funnel plot asymmetry

The metabias command16,17 performs the tests for funnel-plot
asymmetry proposed by Begg and Mazumdar18 and by Egger et al.11 (see
Chapter 11). If the graph option is specified the command will produce
either a plot of standardized effect against precision11 (graph(egger)) or
a funnel plot (graph(begg)). For the magnesium data there is clear
evidence of funnel plot asymmetry if the ISIS-4 trial is included. It is of
more interest to know if there was evidence of bias before the results of the
ISIS-4 trial were known. Therefore in the following analysis we omit the
ISIS-4 trial:

metabias logor selogor if trial<16, graph(begg)

Note: default data input format (theta, se_theta)
assumed.

if trialno < 16 



Tests for Publication Bias

Begg’s Test

adj. Kendall’s Score (P-Q) = -3
Std. Dev. of Score = 20.21
Number of Studies = 15

z = -0.15
Pr > |z| = 0.882

z = 0.10 (continuity corrected)
Pr > |z| = 0.921 (continuity corrected)

Egger’s test

Std_Eff Coef. Std. Err. t P>|t|[95% Conf. Interval]

slope -.1512257 .1674604 -0.903 0.383 -.5130019 .2105505
bias -1.192429 .3751749 -3.178 0.007 -2.002945 -.3819131

The funnel plot appears asymmetric, and there is evidence of bias using the
Egger (weighted regression) method (P for bias 0·007) but not using the
Begg (rank correlation method). This is compatible with a greater statistical
power of the regression test, as discussed in Chapter 11. The horizontal line
in the funnel plot indicates the fixed-effects summary estimate (using
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The funnel plot appears asymmetric, and there is evidence of bias using the
Egger (weighted regression) method (P for bias 0·007) but not using the
Begg (rank correlation method). This is compatible with a greater statistical
power of the regression test, as discussed in Chapter 11. The horizontal line
in the funnel plot indicates the fixed-effects summary estimate (using
inverse-variance weighting), while the sloping lines indicate the expected
95% confidence intervals for a given standard error, assuming no hetero-
geneity between studies.

Meta-regression

If evidence is found of heterogeneity in the effect of treatment between
studies, then meta-regression can be used to analyse associations between
treatment effect and study characteristics. Meta-regression can be done in
Stata by using the metareg command.19

Example 3: trials of BCG vaccine against tuberculosis
The following table is based on a meta-analysis by Colditz et al.20 which

examined the efficacy of BCG vaccine against tuberculosis.

Table 18.3

Trial Trial name Authors Start Latitude* Intervention Control
year group group

TB Total TB Total
cases cases

1 Canada Ferguson & Simes 1933 55 6 306 29 303
2 Northern USA Aronson 1935 52 4 123 11 139
3 Northern USA Stein & Aronson 1935 52 180 1541 372 1451
4 Chicago Rosenthal et al. 1937 42 17 1716 65 1665
5 Chicago Rosenthal et al. 1941 42 3 231 11 220
6 Georgia (School) Comstock & Webster 1947 33 5 2498 3 2341
7 Puerto Rico Comstock et al. 1949 18 186 50 634 141 27 338
8 UK Hart & Sutherland 1950 53 62 13 598 248 12 867
9 Madanapalle Frimont-Moller et al. 1950 13 33 5069 47 5808

10 Georgia 
(Community) Comstock et al. 1950 33 27 16 913 29 17 854

11 Haiti Vandeviere et al. 1965 18 8 2545 10 629
12 South Africa Coetzee & Berjak 1965 27 29 7499 45 7277
13 Madras TB prevention trial 1968 13 505 88 391 499 88 391

* Expressed in degrees from equator.
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The data were saved in Stata dataset bcgtrial.dta.

describe

Contains data from bcgtrial.dta
obs: 13
vars: 9
size: 754 (99.9% of memory free)

1. trial byte %8.0g
2. trialnam str19 %19s
3. authors str19 %19s
4. startyr int %8.0g
5. latitude byte %8.0g
6. cases1 int %8.0g
7. tot1 long %12.0g
8. cases0 int %8.0g
9. tot0 long %12.0g

Sorted by: trial 

Scientists had been aware of discordance between the results of these
trials since the 1950s. The clear heterogeneity in the protective effect of
BCG between trials can be seen in the forest plot (we analyse this study
using risk ratios):

gen h1=tot1-cases1
gen h0=tot0-cases0

metan cases1 h1 cases0 h0, xlab(.1,1,10)
label(namevar=trialnam)
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To use the metareg command, we need to derive the treatment effect
estimate (in this case log risk ratio) and its standard error, for each study.

generate logrr=log((cases1/tot1)/(cases0/tot0))
generate selogrr=sqrt((1/cases1)-(1/tot1)+(1/cases0)-
(1/tot0))

In their meta-analysis, Colditz et al. noted the strong evidence for
heterogeneity between studies, and concluded that a random-effects meta-
analysis was appropriate:

meta logrr selogrr, eform
Meta-analysis (exponential form)

Pooled 95% CI Asymptotic No. of
Method Est Lower Upper z_value p_value studies

Fixed 0.650 0.601 0.704 -10.625 0.000 13
Random 0.490 0.345 0.695 -3.995 0.000

Test for heterogeneity: Q= 152.233 on 12 degrees of
freedom (p= 0.000)
Moment-based estimate of between studies variance =
0.309
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(The different weight of studies under the fixed and random effects
assumption is discussed in Chapter 2).

The authors then examined possible explanations for the clear
differences in the effect of BCG between studies. The earlier studies may
have produced different results than later ones. The latitude at which the
studies were conducted may also be associated with the effect of BCG. As
discussed by Fine,21 the possibility that BCG might provide greater
protection at higher latitudes was first recognised by Palmer and Long,22

who suggested that this trend might result from exposure to certain
environmental mycobacteria, more common in warmer regions, which
impart protection against tuberculosis. 

To use metareg, we provide a list of variables, the first of which is the
treatment effect (here, the log risk ratio) and the rest of which are (one or
more) study characteristics (covariates) hypothesized to be associated with
the treatment effect. In addition, the standard error or variance of the
treatment effect must be provided, using the wsse (within-study standard
error) or wsvar (within-study variance) option. It is also possible to specify
the method for estimating the between-study variance: here we use the
default; restricted maximum-likelihood (reml). To look for an association
with start year and latitude:

metareg logrr startyr latitude, wsse(selogrr)

Iteration 1: tau^2 = 0
Iteration 2: tau^2 = .02189942
:
:
Iteration 9: tau^2 = .1361904
Iteration 10: tau^2 = .13635174

Meta-analysis regression No of studies =  13
tau^2 method   reml
tau^2 estimate = .1364

Successive values of tau^2 differ by less than 10^-4 :con-
vergence achieved

Coef. Std. Err. z P>|z| [95% Conf.Interval]

startyr -.004966 .0162811 -0.305 0.760 -.0368763 .0269444

latitude-.0270477 .0118195 -2.288 0.022 -.0502135 -.0038819

_cons 9.890987 32.02516 0.309 0.757 -52.87717 72.65914



The regression coefficients are the estimated increase in the log risk ratio
per unit increase in the covariate. So in the example the log risk ratio is esti-
mated to decrease by 0·027 per unit increase in the latitude at which the
study is conducted. The estimated between-study variance has been
reduced from 0·31 (see output from the meta command) to 0·14. While
there is strong evidence for an association between latitude and the effect of
BCG, there is no evidence for an association with the year the study started.
The estimated treatment effect given particular values of the covariates may
be derived from the regression equation. For example, for a trial beginning
in 1950, at latitude 50º, the estimated log risk ratio is given by:

Log risk ratio = 9·891 – 0·00497 × 1950 – 0·0270 × 50 = –1·1505
which corresponds to a risk ratio of exp(–1·1505) = 0·316

The use of meta-regression in explaining heterogeneity and identifying
sources of bias in meta-analysis is discussed further in Chapters 8–11.
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Part V: Using systematic reviews in
practice



19 Applying the results of
systematic reviews at the
bedside
FINLAY A McALISTER

Summary points

Applying results from systematic reviews to an individual patient involves
consideration of:
• The applicability of the evidence to an individual patient

While some variation in treatment response between a patient and the
patients in a systematic review is to be expected, the differences tend to
be quantitative rather than qualitative.

Outcomes research generally confirms that therapies found to be
beneficial in a narrow range of patients have broader application in
actual practice.

• The feasibility of the intervention in a particular setting
Involves consideration of whether the intervention is available and
affordable in that setting and whether the necessary expertise and
resources are locally available.

• The benefit:risk ratio in an individual patient
As a first step, the overall results must be summarised. In order to
facilitate their extrapolation to a specific patient, formats which incorpo-
rate baseline risk and therapeutic effects (such as number needed to treat
or number needed to harm) are preferable.

Secondly, the results can be extrapolated to a specific patient by either
considering results in the most relevant subgroup, or by multivariate risk
prediction equations, or by using clinical judgement to determine a
specific patient’s risk status.

• The incorporation of patient values and preferences
This is an evolving field and current techniques include patient decision
support technology or the expression of likelihood to help or harm.
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Systematic reviews provide the best estimates of the true effects (both
beneficial and adverse) of medical interventions, and other chapters in this
book have outlined criteria for their performance and critical appraisal.
However, these effect estimates are derived by collating data from a diverse
range of patients. In this chapter, we build upon previous work1–4 and
describe a framework for the clinician faced with deciding whether and how
the results of a systematic review are applicable to a particular patient (see
Summary points).

Determining the applicability of the evidence to an
individual patient

Rather than pouring over the inclusion and exclusion criteria of the
included studies to determine whether a particular patient would have been
eligible, this question is better approached by asking “is the underlying
pathobiology in my patient so different that the study cannot give any
guidance?”.3,4 This involves consideration of the pathogenesis of the disease
process as well as patient-specific biology and environmental exposures.
While the potential challenges to the applicability of a systematic review
described below may seem daunting, it is helpful to keep in mind that
“differences between our patients and those we read about in trials tend to
be quantitative (e.g. matters of degree in risk and responsiveness) rather
than qualitative (no response or adverse response)”.4 For example,
although randomised clinical trials had clearly established that beta-
blockers were beneficial in reducing mortality risk in acute myocardial
infarction (MI),5 these drugs have been systematically under-used in MI
patients as clinicians have tended to restrict their use to “ideal patients”
who would have fulfilled trial entry criteria.6 However, observational
studies in the real-world setting have suggested that beta-blockers are just
as beneficial in patients who would have been excluded from the original
trials because of perceived contra-indications (such as peripheral vascular
disease, diabetes mellitus, congestive heart failure, or chronic obstructive
airways disease).7 Moreover, such outcomes research has confirmed that
the relative survival benefits are in the order of 30–40% in all major patient
subgroups, including those traditionally under-represented in trials (such
as women, blacks, or the elderly).7

However, there are some exceptions to this general rule. First, while
disease pathophysiology is usually similar in two or more patients with the
same diagnosis, this may not always be the case. To the extent that
differences exist, a systematic review’s applicability may be limited. For
example, although the vast majority of the patients enrolled in the trials of
angiotensin-converting enzyme (ACE) inhibitors in heart failure had
systolic dysfunction, population-based cohort studies8,9 suggest that

SYSTEMATIC REVIEWS IN HEALTH CARE

374



30–40% of all patients with heart failure have diastolic dysfunction. Thus,
while a systematic review of these trials10 demonstrated a marked survival
benefit from ACE inhibitor therapy, it is uncertain whether the benefits
extend to heart failure patients with diastolic dysfunction (indeed outcomes
research11 has failed to find any mortality advantage with ACE inhibitors in
diastolic dysfunction). While the resolution of this clinical dilemma awaits
further research, this example serves to highlight the necessity for a sound
understanding of disease pathophysiology in order to properly interpret
research evidence. Second, several patient-related factors can also impact
upon the applicability of research results. For example, differences in drug
metabolism (such as acetylation rates) or immune responsiveness among
patients, arising from genetic polymorphism, may modulate the effects of
interventions.12,13 Third, environmental factors may influence treatment
effects (for instance, the frequency of thyroid dysfunction with amiodarone
varies with environmental iodine intake).14 Finally, the balance between
benefit and harm from an intervention may differ if an individual patient is
less (or more) compliant than those in the studies: for example, non-
compliant patients are at higher risk of bleeding with chronic warfarin
therapy than their compliant peers (relative risk 2·3, P = 0·003).15

Given these myriad influences on the applicability of research evidence,
one should expect some variation in treatment response between patients in
one’s practice and those described in systematic reviews. However, these
variations are not always important (for example, the management of
cataracts is generally similar despite the varied pathogenesis) or non-
remediable (the dose of a drug can be adjusted based on individual patient
responsiveness).3 To return to the example of bleeding with chronic
warfarin therapy, cohort studies have shown that the complication rates
seen in randomised trials can be achieved with compliant patients and
clinicians in actual practice.16–18 Thus, the assumption that study results are
applicable to a broader range of patients than enrolled in the trials generally
holds true and outcomes research in the cardiovascular field consistently
demonstrates that less harm results from this assumption than from with-
holding efficacious therapies from subgroups of patients not investigated in
randomised trials.19

Determining the feasibility of the intervention in a
particular setting

In deciding whether the results of a systematic review can be extrapolated
to an individual patient, the realities of local circumstance must also be
considered. For example, is the intervention available and affordable in that
setting? Thus, while there is little doubt that thrombolytic therapy confers
significant benefits in patients with acute myocardial infarction,20 the cost
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makes provision of this therapy prohibitive in many developing countries.3

Secondly, one must consider whether the necessary monitoring facilities are
available if the intervention is offered. For example, if there is no facility for
monitoring prothrombin times, it would be unwise to prescribe warfarin for
a patient with atrial fibrillation, despite the trial evidence21 proving
substantial efficacy. Finally, one must consider whether local expertise is
sufficient to warrant provision of the intervention. For example, although a
recent systematic review of carotid endarterectomy in patients with asymp-
tomatic carotid stenosis concluded that surgery “unequivocally reduces the
incidence of ipsilateral stroke”,22 the rate of perioperative complications in
the trials was much lower than seen in audits of non-trial surgeons. As a
result, carotid endarterectomy in centres with higher surgical complication
rates will confer more harm than benefit.23 Thus, the clinician may decide
to refer eligible patients to a centre with lower perioperative morbidity rates.

Determining the benefit : risk ratio in an individual
patient

If the results of a systematic review are judged applicable and feasible, the
clinician must then evaluate the likely benefits and harms from the inter-
vention. This involves two steps: deriving clinically useful estimates of the
overall results and extrapolating from the overall results to derive estimates
for the individual patient. To illustrate this process, an example is outlined
in Box 19.1 (adapted from Glasziou et al.4) and will be referred to below.

Deriving clinically useful estimates from the overall results
Although the results of randomised clinical trials and systematic reviews

with binary outcomes can be expressed in a number of ways, expressing the
effects of treatment in terms of the number of patients one would need to
treat to prevent one clinical event (NNT)24 is gaining widespread accept-
ance as the most relevant format for extrapolating to patients, can be
directly applied to patients who are at the average risk in the included trials,
and quickly adjusted at the bedside for patients who are not.25,26 The advan-
tage to front line clinicians of the NNT over the more traditional reporting
formats (such as relative risk reduction (RRR) or odds ratio (OR), which
do not reflect baseline risk) is illustrated by considering the benefits of anti-
hypertensive therapy for patients with varying degrees of blood pressure
elevation (Table 19.1). As can be seen, the OR (and RRR) in all three
blood pressure strata are approximately 40%, but the amount of effort
required by clinicians and patients to prevent one stroke varies according to
the baseline risk.27

While NNTs are easily calculated when relative and absolute risks are
reported (the NNT is the inverse of the difference in absolute event rates
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Box 19.1 Determining the benefit:risk ratio in an
individual patient – the example of warfarin therapy

Hypothetical patient
A 76-year-old female with hypertension and asymptomatic nonvalvular atrial
fibrillation for at least three months. Transthoracic echocardiogram showed
an enlarged left atrium, suggesting that attempts at cardioversion would be
unlikely to be successful.

Deriving clinically useful estimates of the overall results
Benefit (defined as prevention of embolic stroke)
• control event rate (CER) 4·5% per year
• experimental event rate (EER) 1·4% per year
• absolute risk reduction (ARR) 3·1% per year
• NNT to prevent one embolic stroke 33 per year

Harm (defined as major bleeding)
• control event rate (CER) 1·0% per year
• experimental event rate (EER) 1·4% per year
• absolute risk increase (ARI) 0·4% per year
• NNH (i.e. to cause one major bleed) 250 per year

Extrapolating to the individual patient
1 Subgroup analysis:
Benefit
• CER in relevant subgroup 8·1% per year
• EER in relevant subgroup 1·2% per year
• ARR in relevant subgroup 6·9% per year
• NNT in relevant subgroup 15 per year
Harm
• Event rates not reported in patient-specific subgroups.

2 Use of the f factor
Benefit
• patient estimated to be at twice the risk of embolic stroke of the average 

patient in the trials; thus, f factor = 2
• average NNT/f factor = patient-specific NNT; thus, patient-specific NNT 

= 33/2 = 17
Harm
• patient estimated to be at twice the risk of bleeding as the average patient 

in the trials; thus, f factor = 2
• average NNH/f factor = patient-specific NNH; thus, patient-specific 

NNH = 250/2 = 125

NNT= number needed to treat; NNH= number needed to harm.



378

T
ab

le
 1

9.
1 

M
et

ho
ds

 o
f 

re
po

rt
in

g 
th

e 
re

su
lt

s 
of

 s
ys

te
m

at
ic

 r
ev

ie
w

s.

P
at

ie
nt

 s
tr

at
a

S
tr

ok
e 

ra
te

s
O

dd
s

R
el

at
iv

e 
ri

sk
A

bs
ol

ut
e 

ri
sk

N
um

be
r 

ne
ed

ed
 t

o 
(b

y 
di

as
to

lic
 

ra
ti

o
re

du
ct

io
n

re
du

ct
io

n
tr

ea
t 

fo
r 

fiv
e 

ye
ar

s 
to

 
bl

oo
d 

pr
es

su
re

 [
D

B
P

])
C

on
tr

ol
T

re
at

m
en

t
[R

R
R

 =
 (

P
c

– 
P

A
)/

 P
c]

[A
R

R
 =

 P
c

– 
P

A
] 

pr
ev

en
t 

on
e 

st
ro

ke
[P

c]
 

[P
A
]

(1
/A

R
R

)

D
B

P
 <

 1
10

 m
m

 H
g 

0·
01

48
 

0·
00

87
0·

41
0·

41
0·

00
6

16
4

D
B

P
 �

11
5 

m
m

 H
g 

0·
02

01
 

0·
01

22
0·

42
0·

39
0·

00
8

12
5

D
B

P
 >

 1
15

 m
m

 H
g 

0·
02

63
 

0·
01

56
0·

41
0·

41
0·

01
1

91

D
at

a 
fr

om
 C

ol
lin

s 
et

 a
l.27



between the control and experimental arms, see Chapter 20), they cannot
be easily calculated from ORs. Since the value of the OR does not always
reflect the RR (particularly when disease incidence is above 10%, see also
Chapter 2),28 the clinician must employ a formula26 or consult Table 19.2 to
derive the overall NNT from systematic reviews which report only the OR.
The NNT for the prevention of one embolic stroke with warfarin therapy in
the average patient with non-valvular atrial fibrillation (as determined in a
systematic review of the atrial fibrillation trials) is approximately 33 (Box
19.1).21

Analogous to the NNT, the number needed to harm (NNH) is an
expression of the number of patients who would need to receive an inter-
vention to cause one additional adverse event. The NNH is the inverse of
the difference in absolute adverse event rates between the control and
experimental arms. For example, the NNH (harm defined as a major
bleed) for warfarin therapy was 250 in the systematic review of the atrial
fibrillation trials (Box 19.1).21

Extrapolating to the individual patient
While the NNT and NNH are clinically useful estimates of the average

treatment effects in patients at the average risk in the included trials, they
may not be directly relevant to an individual patient; thus, the clinician
must extrapolate in one of three ways. 

First, if the systematic review presents estimates of treatment effects in
various subgroups, the clinician can extrapolate using the NNT and/or
NNH from the subgroup most relevant to their patient. For example, a
systematic review of antiplatelet agents29 for the prevention of non-fatal
myocardial infarction revealed similar proportional treatment effects in
trials of primary and secondary prevention (OR 29% and 35% respec-
tively). However, the NNT varied markedly such that 200 patients without
symptomatic cardiovascular disease would need treatment for five years to
prevent one myocardial infarction while only 71 “high risk“ patients (those
with prior myocardial infarction, stroke, or other cardiovascular event)
would require treatment for three years to have the same clinical impact.
Returning to our running example, the systematic review of atrial fibrilla-
tion trials21 provided estimates of risk and treatment effects in various sub-
groups defined by baseline clinical features; the patient with non-valvular
atrial fibrillation outlined in Box 19.1 has a baseline risk of embolic stroke
of approximately 8% per annum without treatment, and warfarin therapy is
associated with an 85% relative risk reduction. Thus, the NNT for this
patient would be approximately 15 (Box 19.1). Unfortunately, the
infrequent nature of adverse events precluded the investigators from
determining the NNH in patient-specific subgroups. In this situation, one
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is left with using the overall results or using one of the other methods of
extrapolation outlined below.

While the use of subgroup analyses seems intuitively appealing, we must
sound a note of caution at this point. A full discussion of the limitations of
subgroup analysis is beyond the scope of this chapter, but has been covered
in full elsewhere.30 In particular, one should be wary of systematic reviews
which stratify patients by risk (as determined by post-hoc analysis of event
rates in the control groups of the included trials) as these analyses may
produce biased and inaccurate estimates of the relative treatment effects
(see also Chapters 8 and 10).31,32 Instead, subgroups should be based on
measurable patient characteristics at baseline (for example, gender, age, or
primary versus secondary prevention). Since the derivation of such sub-
groups is often not possible using published trial results, this is a key
advantage of individual patient data meta-analyses (see also Chapter 6).33

Secondly, as an extension of the subgroup approach, one can use multi-
variate risk prediction equations to quantitate an individual patient’s
potential for benefit (and harm) from therapy.34,35 For example, returning to
the systematic review of endarterectomy for asymptomatic carotid stenosis
referred to earlier,22 investigators are working on a prognostic model to
identify patients who are most likely to benefit from operative intervention.
This model incorporates the risk of stroke without surgery (and thus the
potential benefit from surgery) with the risk of stroke or other adverse out-
come from surgery.36 Application of this model to patients with sympto-
matic carotid stenosis enables clinicians to identify high-risk patients who
benefit considerably from surgery (OR 0.12, 95% CI 0.05 to 0.29) from
other patients with the same degree of stenosis but little to gain from
surgery (OR 1.00, 95% CI 0.65 to 1.54).36 While these multivariate risk
prediction models can be derived from the clinical trial data included in the
systematic review, it is preferable if they come from other datasets such as
population-based cohort studies.37 No multivariate risk prediction models
have yet been published for chronic warfarin therapy in non-valvular atrial
fibrillation.

Finally, in the absence of subgroup data or prognostic models, the
clinician can employ clinical judgement by dividing the average NNT (or
NNH) by a factor ( f) which relates the risk of the individual patient to that
of the average patient in the published reports.38 This factor is expressed as
a decimal such that patients judged to be at less baseline risk than those in
the trials will be assigned an f < 1 and those at greater risk will be assigned
an f > 1. For example, if we did not have the subgroup-specific data for
atrial fibrillation discussed above, we may have estimated that, since they
are older than the average patient in the atrial fibrillation trials and have
hypertension (while less than half of the randomised trial patients did), the
patient outlined in Box 19.1 is at twice the risk of embolic stroke than the
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average randomised trial patient. Thus, the patient-specific NNT would be
about 17. By the same token, we may have estimated they were at twice the
risk of major bleeding (because of their age). Thus, the patient-specific
NNH would be 125. 

While this method may appear overly subjective, recent empirical evi-
dence suggests that clinicians are accurate in estimating relative differences
in baseline risk (i.e. f) between patients (far exceeding our abilities to judge
absolute baseline risks).39 However, it should be recognised that this
method implicitly assumes that the proportional treatment effects (RR or
OR) from an intervention are constant across different baseline risks, an
assumption that may not hold for all therapies.31,32,34 Moreover, further
research is needed into the basis for, and determinants of, clinical judge-
ment.

Incorporating patient values and preferences

After deriving patient-centered estimates for the potential benefit and
harm from an intervention, the clinician must integrate this with their
patient’s values and preferences about therapy. Indeed, active patient
involvement in medical decision making improves their quality of life40,41

and outcomes from treatment;41–44 moreover, there is preliminary evidence
that it may also reduce health care expenditures.45,46 However, the optimal
means of involving patients in treatment decisions has not yet been found
and patient decision support technology is a rich vein for current research.
Decision support technology is distinct from general patient education in
its focus on the benefits and risks of alternatives (with explicit discussion of
the probabilities and consequences of clinically important outcomes), the
tailoring of the information to the particular patient’s risk profile, the
emphasis on choice and shared decision making, and explicit elicitation of
patient values.47

Until the techniques of formal decision analysis have evolved to the stage
that they are feasible to use at the bedside, interim techniques such as deci-
sion aids47 or the expression of likelihood to help or harm (a formula
weighting the ratio of NNT:NNH by patient values)48 will serve this need.

Conclusion

While systematic reviews provide the best estimates of the true effects of
an intervention, their application at the bedside is a “difficult, time-
consuming, and incompletely studied skill”.49 In this chapter, we have out-
lined a framework for approaching this task and anticipate that ongoing
research will greatly expand our understanding and performance of these
steps. 
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20 Numbers needed to treat
derived from meta-analyses:
pitfalls and cautions
SHAH EBRAHIM

Summary points

• Numbers needed to treat are commonly used to summarise the
beneficial effects of treatment in a clinically relevant way, taking into
account both baseline risk without treatment and the risk reduction
achieved with treatment.

• Numbers needed to treat are sensitive to factors that change baseline
risk: the outcome considered; characteristics of patients included in
trials; secular trends in incidence and case-fatality; and the clinical
setting.

• Pooled numbers needed to treat derived from meta-analyses of absolute
risk differences are commonly presented and easily calculated but may
be seriously misleading because baseline risk often varies markedly
between trials included in meta-analyses.

• Meaningful numbers needed to treat are obtained by applying the
pooled relative risk reductions calculated from meta-analyses or
individual trials to the baseline risk relevant to specific patient groups.

Eight hundred and thirty-three. This is the number of mildly hypertensive
people who must be treated with antihypertensives for a year to avoid one
stroke.1 The number needed to treat (NNT) is now widely used to describe
treatment effects.2 NNTs are increasingly being calculated by pooling
absolute risk differences of trials included in meta-analyses.3,4 Indeed, the
option of pooling absolute risk differences is readily available in statistical
software (see Chapter 17), and The Cochrane Database of Systematic
Reviews.5

Are NNTs a good thing? Proponents of their use suggest that they aid
translation of trial effects to clinical practice in terms that clinicians under-
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stand (see Chapter 19). High risk patients stand to gain more from treat-
ment and this is reflected in a small NNT, whereas low risk patients will
have a large NNT. As the absolute levels of risk are taken into account, the
clinician can better weigh up the size of benefit with possible harms of treat-
ment.1 NNTs can, therefore, help in setting priorities. Moreover, the NNT
gives some idea of the clinical workload required to achieve health benefits
and is consequently valued by public health medicine as investment often
seems disproportionate to the benefits obtained. NNTs are also thought to
be more intuitive and easier for clinicians to understand than relative meas-
ures of treatment effects.

In this chapter NNTs derived from trials and meta-analyses of interven-
tions for the prevention of cardiovascular disease are used to illustrate
problems in use of NNTs, and in particular, those derived from meta-
analyses of pooled absolute risk differences – pooled NNTs. A pooled
NNT may be misleading because of variation in event rates in trials,
differences in the outcomes considered, effects of geographic and secular
trends on disease risk, and the clinical setting. It is assumed throughout
that relative measures of treatment effects – the odds ratio or relative risk –
are the most appropriate measure in meta-analyses of trials (see Chapter 16
for a discussion of summary statistics). NNTs should be derived by
applying relative risk reductions on treatment estimated by trials or meta-
analysis to populations of specified absolute high, medium and low risk to
illustrate a range of possible NNTs. 

Describing the effects of treatment

The effects of treatment are conventionally expressed in relative terms –
the ratio of the event rate in the treatment group divided by the event rate
in the control group – often called the relative risk or more accurately, the
rate ratio. Ratios greater than one imply that treatment is harmful, less than
one, that treatment is beneficial. This hides the fact that a small relative
benefit for patients at very high risk will generate more lives saved (and
non-fatal events avoided) than the same relative benefit applied to much
lower risk patients. However, the relative treatment effect may be depend-
ent on the baseline level of risk, which is estimated by the risk in the control
group. For example, surgery for carotid endarterectomy is effective for high
risk tight stenosis but not for low risk, smaller degrees of stenosis.6 It cannot
be assumed that treatment effects are constant across a wide range of
baseline levels of risk.

The absolute effects of treatment are simply the difference between inter-
vention and control group rates. From a clinical and public health stand-
point it is useful to have some idea of the amount of effort – both in terms
of time and money – required to avoid one adverse event. This is given by
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the reciprocal of the absolute risk difference – the number needed to treat
(see Box 20.1).2 The absolute effect and the NNT will vary – often greatly
– according to the baseline level of risk and this means that a single measure
of effect applicable to different age groups, for example, cannot be derived.

The effect of choice of outcome

The effects of treatment with statins derived from the five major trials7–11

are shown in Table 20.1. NNTs vary greatly depending on the outcome
chosen. In communicating a “positive message”, it is tempting to choose
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Box 20.1 Calculation of number needed to treat

The number needed to treat (NNT) is the number of patients who must be
treated over a defined period of time to prevent a specified bad outcome or to
cause an unwanted side effect (number needed to harm, NNH). The NNT is
the reciprocal of the absolute risk difference for an adverse outcome between
those treated and the control or placebo group:

NNT = 1 / (risk of bad outcome in placebo group – risk of bad outcome in
treated group)

The NNT can be calculated by applying the relative risk reduction obtained
from a meta-analysis or a trial to a baseline risk without treatment that reflects
the risk of the type of patients to be treated.

Treatment with statins is associated with a relative risk of 0·69 for all
cardiovascular disease (CVD) events (see Table 20.1). The likely risk of CVD
in a high risk group of patients might be as high as 5% per year. This can be
estimated from studies of prognosis in relevant patient groups:

• baseline risk of CVD outcome without treatment = 5% = 0·05 per year 
• risk of CVD outcome with treatment = 0·05 � 0·69 = 0·0345 per year
• risk difference = 0·05 – 0·0345 = 0·0155
• NNT = 1/ risk difference = 1/ 0·0155 = 64 people treated for one year to 

avoid one CVD outcome

Among a low risk group of patients, for example, in primary care, the risk
of CVD without treatment might be as low as 0·5% per year. In this case:

• baseline risk of CVD outcome without treatment = 0·5% = 0·005
• risk of CVD outcome with treatment = 0·005 � 0·69 = 0·0035
• risk difference = 0·005 – 0·0035 = 0·0016
• NNT = 1/ 0·0016 = 645 people treated for one year to avoid one CVD 

outcome
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the smallest NNT, for example when the outcome chosen is “all bad things
that can happen”.12 The combined “all vascular events” endpoint was made
up of different proportions of event in the different trials. In the WOSCOP
and AFCAP/TexCAP studies, coronary heart disease deaths made up 16%
and 3% of the combined endpoint, respectively.

Ineffective treatments and adverse effects

A mathematical quirk of the NNT is that if the treatment appears to have
no effect, that is the event rates are identical in both the treatment and
control groups, then the absolute risk difference is zero, and 1/zero, the
NNT, is infinity.13 Furthermore, a treatment producing an adverse effect
gives a number needed to harm (NNH), which is the number of people
who need to receive treatment to harm one additional patient, rather than
benefit one patient. If confidence intervals of absolute risk differences
include zero, then the confidence intervals of the number of patients who
need to be treated will set out from a negative value indicating benefit
(NNT), include infinity, and stretch to a positive value indicating harm
(NNH) at the upper border. It is rather confusing to have a measure of
effect with confidence intervals that may include benefit, harm and infinity!
What this means is that no matter how many patients are treated (even up
to an infinite number), the trial result is consistent with no effect, benefit
and harm.

This is illustrated by the AF/TexCAP trial7 of lovastatin, the absolute
coronary heart disease mortality rate difference was very close to zero, with
95% confidence intervals which included the possibility of benefit and also
of harm. Figure 20.1 shows hypothetically how the NNT (vertical axis)
might vary with different values of absolute risk difference (horizontal axis)
found in different trials. The larger the absolute difference, the smaller the
NNT if treatment is better than control and similarly, the smaller the
NNH, if control is better than treatment. 

The effect of variation in baseline risk

Interventions for secondary prevention following myocardial infarc-
tion14–16 are shown in Table 20.2. While they all have very similar relative
risk reductions, their NNTs are much more variable and have wide confi-
dence intervals. For most interventions, the control group mortality rates
(which estimate the baseline mortality rates) in the individual trials varied
by at least an order of magnitude. These very large differences in absolute
levels of risk in the individual trials reflect the participants selected for
inclusion. In the trials of multiple risk factor interventions, applying the
same relative risk reduction to the trials with the highest and lowest
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coronary heart disease control group mortality rate resulted in five-year
NNTs to benefit of 2 and 317 respectively.

The effects of geographical and secular trends 

Geographic and secular trends in the baseline risk of cardiovascular
diseases can be marked. For example, ischaemic heart disease and stroke
mortality rates are about twice as high in the north as in the south of the
Britain.18 Consequently, the relevant cardiovascular disease baseline risk for
a Scottish general practitioner will be twice that of an Oxford practitioner,
resulting in an NNT for antihypertensive treatment that is twice as great in
the south of England as in Scotland. Similarly, variation in cardiovascular
disease between countries results in NNTs that differ in direct proportion
to the underlying event rates. 

Secular trends in stroke produce the same sort of effect. Stroke mortality
rates are falling dramatically in most western countries19 and with this fall,
NNTs for antihypertensive treatment will rise over time. Table 20.3 shows
the effects that may be expected on NNTs, assuming baseline event rates in
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Figure 20.1 Relationship between absolute risk difference and number needed to
treat to prevent an adverse event (NNT) or to cause an adverse event (number
needed to harm, NNH). Adapted from Ebrahim and Davey Smith.17
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hypertensives are twice those in the general population and that the relative
risk reduction for stroke mortality on antihypertensive treatment is 33%. It
is clear that NNTs vary widely over time, are higher in women than men –
reflecting women’s lower baseline risk – and are considerably lower than
NNTs derived from participants in randomised controlled trials.
Randomised controlled trial participants are selected and tend to be at
lower than the typical general population risk of adverse outcomes. This
point is discussed in more detail below.

If there are secular trends in case-fatality, perhaps due to changes in
disease severity, such cautions in the uncritical use of NNTs may also apply
to treatments used in secondary prevention. 

The effect of clinical setting

Examining the effects of antihypertensive drug trials for elderly people20

by clinical setting shows that the pooled relative risks for cardiovascular
disease events are very similar for primary care and secondary care trials
(Table 20.4). By contrast, the NNTs vary by two-fold depending on the
setting. The total mortality relative risk reductions are 9% and 14% for
primary and secondary care respectively and are more variable than for
cardiovascular events. The greater relative risk reduction in secondary care
probably reflects the higher event rates. Applying the NNTs derived from
trials undertaken in one setting to patient care in another setting may be
misleading. However the relative estimates of efficacy varied less across the
different settings and could be generalised with more confidence.

Trial participants and patients in routine clinical
practice

Randomised controlled trials aim to achieve internal validity through
careful inclusion criteria of participants, random allocation to intervention

NUMBERS NEEDED TO TREAT DERIVED FROM META-ANALYSES

393

Table 20.3 Secular trends in stroke mortality and the effect on numbers needed to
treat to avoid a stroke death (NNT) from 1971 to 1991.

Time period Stroke mortality rate NNT for 5 years with 
(ages 65–74) per 100 000 antihypertensives to avoid 

one stroke death

Men Women Men Women

1971 423 297 70 99
1981 300 213 98 138
1991 213 153 139 193

Calculations assume that stroke mortality rates in hypertensive people are twice those in the
general population and that the relative risk reduction for stroke mortality on antihypertensive
treatment is 33%.
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and blind ascertainment of end-points. In most randomised controlled
trials, participants are at lower risk than might be expected because with
given eligibility criteria healthier people are more likely to end up enrolled
in trials. Thus trial event rates may not apply to clinical practice and NNTs
will tend to be inflated. In the Medical Research Council (MRC) mild
hypertension trial21 event rates were much lower than in epidemiological
studies and for fatal events were closer to those expected for normotensive
men rather than hypertensive men. These differences reflect the selection
bias mentioned above, and raise serious questions about the value of trial-
derived NNTs (see Table 20.5). Selection bias may work in the opposite
direction occasionally. In the Hypertension Detection and Follow Up
Program – a comparison of careful stepped care versus usual care – the trial
mortality rates were very high because the participants were predominately
poor, and many were black.22

Pooling the trial event rates from several trials or calculating a pooled
NNT does not help. Clinicians who want to use NNTs have to make a
judgment about which baseline risk applies to their patients and without
local epidemiological data this is difficult.

Pooling assumptions and NNTs 

There are two main categories of statistical model for meta-analysis,
fixed and random effect models. The fixed-effect models assume that all
the studies are estimating the same “true” effect, and that the variation in
effects seen between different trials is due only to the play of chance. The
random-effects model assumes that the treatment effects from individual
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Table 20.5 Variation in risk of events among men aged 35–64 in MRC mild
hypertension trial and men aged 45–59 in British Regional Heart Study (BRHS).

Outcome MRC placebo BRHS BRHS NNT for 5 years
group hypertensive normotensive derived from:

MRC trial BRHS cohort

Stroke death 0·6 1·1 0·4 667 364
Coronary death 3·9 6·5 3·2 2608* 1200*
Fatal and 
non-fatal events 11·9 16·2 4·4 105 77

* Figures represent numbers needed to harm (NNH) as event rates were higher in treated
group than placebo group for coronary deaths.
NNT = number needed to treat to prevent one event.
Rates per 1000 person-years are shown. Hypertension defined as diastolic blood pressure of
90–109 mmHg in MRC trial and systolic/diastolic of 160+ and/or 90+ in BRHS.



studies are a random sample from a “population” of different effect sizes
that follows a normal distribution (see also Chapters 2 and 15).23,24 There
will almost always be differences in baseline risk of patients in trials carried
out in different populations and at different times. Consequently, there is
unlikely to be a single “true” absolute risk difference, as assumed in the
fixed-effects models. Neither is the variation in risk difference between
trials likely to represent a random sample from a symmetric distribution of
effects. Decisions affecting the baseline risk of patients in a trial, such as
inclusion and exclusion criteria or geographical setting, are not made in a
random way.

Duration of treatment effect

Trials have different lengths of follow-up, but in order to produce, for
example, a five-year NNT, all the absolute risk differences need to be
standardised for five years if pooling of risk differences is undertaken. This
standardisation requires an assumption of constancy of effect over time.
This assumption may not be reasonable. For example in the Scandinavian
Simvastatin Survival Study (4S), there was no effect on total mortality until
one year of treatment, after which the absolute risk reduction gradually
increased with duration of follow up.9

Care must be taken in calculating absolute risk differences in meta-
analysis programmes. For example, most programs require the number of
participants in each arm of a trial to be input as denominators. Since trials
tend to have differing lengths of follow up, pooled absolute differences
calculated using participants, rather than person-years as denominators,
will assume equal length of follow up across trials, and result in false esti-
mates of absolute risk differences. Duration of follow up is often not well
reported and this may make it impossible to adjust for length of follow up
in systematic reviews.25

Interpretation of NNTs 

Calculating an overall NNT from a meta-analysis of pooled absolute risk
differences achieves the feat of taking all the data from the trials, putting it
together, and producing a less useful result than that provided by the
individual trials. In the economic field, an incremental cost effectiveness
analysis of an intervention at different levels of baseline risk will almost
always be more informative than a summary of cost effectiveness based on
a pooled NNT (see also Chapter 23).26 The pooled NNT may also result in
erroneous decisions about who should receive treatment if the concept of a
threshold NNT, separating those who are likely to benefit from those who
are not, is applied.
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Deriving NNTs

It is preferable to derive NNTs by applying the relative risk reductions
from trials or meta-analyses to estimates of prognosis from cohort studies
(representative of the groups for whom treatment decisions are to be
made), rather than from the trials and meta-analyses themselves.24,27 If the
relative risk reduction varies across different baseline risks, prognostic
variables and regression techniques can be used to produce an estimate of
treatment benefit to patients at different baseline risks.28 This technique
can be used for both individual trials29 and for meta-analyses (see also
Chapters 8 and 10).30,31

Alternative approaches have been used to derive absolute risk differences
directly from the trials included in the meta-analyses31,32 but these methods
do not overcome the major differences between trial event rates – for
example, a 10-fold difference between event rates in trials of beta-blockers
after myocardial infarction.32 Such trial derived NNTs cannot readily be
applied to patients or policy decisions as the risk of trial participants is
determined by design features of the trials, and is not representative of
typical patients or populations.

Understanding of NNTs

The increasing use of NNTs is welcome in some respects for the reasons
indicated at the outset, but caution is required. NNTs are no better under-
stood than other measures.33 The method of presenting results of studies
influences health care decisions. Patients,34 purchasers,35 general practition-
ers,36,37 and doctors in teaching hospitals38 are all more likely to believe an
intervention is desirable when effectiveness data is presented as a relative
risk reduction than when data from the same studies is presented as an
NNT. More effective methods of teaching about treatment effects are
needed.

Conclusion

In spite of the reservations outlined in this chapter, NNTs have a place
(see also Chapter 19). In the drug treatment of hypertension NNTs have
been appropriately used to demonstrate the greater effectiveness in pre-
venting cardiovascular events achieved when treating older rather than
younger patients,20 and treating moderate rather than mild hypertension.1

When NNTs are presented, the intervention including the setting in which
it occurred, the time period, the outcome and the baseline risk of the
patients for whom the NNT is thought to be applicable, should be
described.
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21 Using systematic reviews
in clinical guideline
development
MARTIN ECCLES, NICK FREEMANTLE, 
JAMES MASON

Summary points

• Systematic review is the optimum method of summarising evidence of
effectiveness within a clinical practice guideline.

• Within the process of developing a guideline, conducting specific
systematic reviews or updating existing ones allows reviews to be focused
on the subject area of the guideline and to be tailored to the clinical
questions that the group poses.

• There will be occasions when previously available systematic reviews will
represent the best available evidence, however, there may be problems in
the interpretation and applicability of available systematic reviews.

A systematic review summarising the best available evidence lies at the
heart of an evidence-based guideline. However such a review alone is
insufficient for guideline development and there are a number of important
considerations in using systematic reviews (both ‘off the shelf’ or conducted
de novo) within a guideline development process.1

There is increasing interest in the development of clinical practice guide-
lines in the UK2 and a fast developing clinical effectiveness agenda3,4 within
which guidelines figure prominently. This has been influenced by the
increasing body of evidence that guidelines can lead to improvements in
both the process and outcome of care.5,6 Clinical practice guidelines are
“systematically developed statements to inform both clinician and patient
decisions in specific clinical circumstances”.7 The aim of the guideline
development process is to maximise the likelihood that when used, the
guidelines will lead to the benefits and costs predicted by them (and thus
improve the overall quality of patient care). This is known as guideline
validity.7 Three elements within the guideline development process have
been suggested as important in maximising guideline validity: a multi-
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disciplinary guideline development group; systematic review as the method
of evidence identification; and evidence linking of the guideline recom-
mendations.8

In this chapter we will discuss the issues raised when using systematic
reviews within guideline development based on our experiences in the
North of England Guideline Development Programme. Systematic reviews
and meta-analyses are normally used to summarise the results of
randomised controlled trials and we will discuss systematic reviews in this
context. However, it is recognised that randomised controlled trials are not
the only study design of relevance to guideline development. When a
guideline is considering the performance of a diagnostic test then compari-
son against a gold standard will be appropriate. When describing the
natural history of a condition inception cohort studies will be most relevant.
As discussed in more detail in Chapter 1, a clear distinction should be
made between systematic review and meta-analysis. Whilst the latter may
be used as the method for summarising effects within a systematic review,
this is not necessarily appropriate. A number of issues specific to meta-
analysis will be discussed.

Methods of developing guidelines

The methods of guideline development have been described in North
America7,9 and in the UK10–16 and are summarised in Box 21.1. Having
defined the need for a guideline and its content area, the first step in the
process is to convene an appropriately multi-disciplinary guideline
development group.8,16 This group explores, within the clinical area of the
guideline, all of the situations for which the guideline might need to offer
recommendations. The best available evidence is then identified through
systematic review. Papers are summarised quantitatively,17–20 qualita-
tively12,21 or (depending upon the area of the guideline) using a mixture of
both.22 Wherever possible the evidence should encompass not only
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Box 21.1 Five steps in clinical practice guideline
development

1 Identifying and refining the subject area of a guideline
2 Convening and running guideline development groups
3 Assessing the evidence about the clinical question or condition
4 Translating the evidence into a clinical practice guideline
5 External review of the guideline



questions of effectiveness but also potential harm, side effects, tolerability
and cost. The evidence is categorised according to its susceptibility to bias
(Box 21.2) and, finally, guideline recommendations are made in the light of
the evidence (or its absence) and implementation issues specific to the
clinical setting. Recommendations are explicitly graded to reflect these
underlying issues (Box 21.2). The finished guideline is peer reviewed and a
future review date is set.

Scale of the review process

The scale of the review process within guideline development is related
to the scope of the guideline. Where the focus of the guideline is a relatively
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Box 21.2 Categories of evidence, strength of
recommendations and factors contributing to the
process of deriving recommendations

Categories of evidence (adapted from AHCPR 1992 23)
• Ia: evidence from meta-analysis of randomised controlled trials
• Ib: evidence from at least one randomised controlled trial
• IIa: evidence from at least one controlled study without randomisation
• IIb: evidence from at least one other type of quasi-experimental study
• III: evidence from non-experimental descriptive studies, such as 

comparative studies, correlation studies and case-control studies
• IV: evidence from expert committee reports or opinions and/or clinical 

experience of respected authorities

Strength of recommendation
• A directly based on category I evidence
• B directly based on category II evidence or extrapolated recommendation 

from category I evidence
• C directly based on category III evidence or extrapolated 

recommendation from category I or II evidence
• D directly based on category IV evidence or extrapolated 

recommendation from category I, II or III evidence

Factors contributing to the process of deriving recommendations
• The nature of the evidence (e.g. its susceptibility to bias)
• The applicability of the evidence to the population of interest (its 

generalisabilty)
• Resource implications and their cost
• Knowledge of the health care system
• Beliefs and values of the panel



narrow clinical area, such as the use of analgesics or NSAIDs in osteo-
arthritis,19 the review is focused and generates relatively small numbers of
papers. However, this is not always so. If the subject of the guideline is a
broad clinical area, such as the primary care management of asthma in
adults, the scale of the review is much larger. Within the North of England
Asthma Guideline development process,21 over 9000 papers were identified
as potentially relevant and over 600 had to be retrieved for reading to assess
their clinical relevance. Given the scale of this task, if it is possible to use
existing systematic reviews to provide off-the-shelf summaries in some of
the clinical areas then this may make the task more manageable. However,
it is essential to ascertain the quality of methods used in “imported” reviews
and confirm the veracity of findings.

Using existing systematic reviews

Systematic reviews used in guideline development can be considered, as
with the primary studies, in terms of their internal and external validity. For
primary studies the issues of internal and external validity are considered in
Chapter 5. Here we suggest that, for a review, internal validity relates to
whether or not the review is offering a precise summary measurement of
whatever it purports to measure. External validity then relates to the degree
to which the findings of the review can be applied, in this case to the health
care setting considered within the guideline. In addition, when using
existing systematic reviews, there are potential problems with the summary
metric used and the possible need to update a review.

Internal validity of reviews

Internal validity relates to the identification of the original studies
included in the review and the method of conducting the review. Reviews
of selected studies (due to publication bias or failure to find relevant studies,
see Chapters 3 and 4) can bias the findings of reviews24,25 and such reviews
cannot be used without further work. Reviews which use inappropriate or
flawed methods cannot be taken at face value and are best not used.

Dimensions of evidence
When judging the internal validity of a review a guideline group will also

have to decide whether or not it addresses all of the dimensions on which
they need evidence in order to derive recommendations. Many systematic
reviews are concerned with obtaining summary measures of effectiveness
and do not extend to cover other issues of concern to patients such as side-
effects, tolerability, or consequences for work-place activities. While this
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may be a constraint of the studies contributing to the review this is not
necessarily the case. Failing to consider significant side effects may offer an
inappropriately positive view of an intervention and limit the validity of a
review. Similarly, resource implications and costs, not normally the subject
of systematic reviews, are likely to be an important consideration in the
implementation of a guideline. An intervention with demonstrable cost
effectiveness may result in a stronger recommendation within the guide-
line.

External validity of reviews

The external validity of a review is more likely to be problematic although
it is important to recognise that this may again be as much to do with the
original studies as with the review.

Characteristics of study participants and study setting
A key aspect of a review is the rationale for including or excluding

studies. As with primary studies, the applicability of a review will be
limited by the characteristics of the study participants included in it and
the settings in which the studies were conducted. Ideally a guideline
group wants evidence from studies within which the study participants
are typical of those to whom the guideline will be applied. Therefore the
minimum requirement is that a review lists the important characteristics
of the participants within each study. However, this will not provide
information on other aspects such as recruitment rates in studies. The
setting in which a study is conducted will also influence its external
validity, particularly if it relates to elements of service delivery. Studies of
patients with exacerbations of asthma draw patients from emergency
room settings; however, the nature of patients and the severity of their
asthma may differ between countries where there is a comprehensive
primary health care service (such as the UK) and countries where there is
not (such as the USA).

Inclusion and exclusion criteria within a review
The exclusion criteria for studies used in a review may be acceptable (for

example a trial is not randomised when other available and adequate trials
are) or debatable (for example using a different dose of drug from the one
used in practice), and should be carefully considered. Often there may not
be a clear-cut answer. A guideline group wanting to know about the effec-
tiveness of education delivered in a primary care setting to patients with
asthma may question a review including studies from secondary care
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settings. In such instances the studies have to be reviewed to identify their
applicability to primary care health service delivery.

The focus of a review and available endpoints
There are two further ways in which the applicability of a previously

published review may be undermined. Firstly, it is unlikely that a review
can address the implementation questions posed within a guideline
development process. Relevant clinical questions are defined by the
guideline development group with the aim of deriving recommendations
which can appropriately inform doctor-patient interactions: there may be a
substantial contextual component to decision-making. Although well con-
ducted systematic reviews may be available they are unlikely to address all
the issues of interest to a guideline group. Indeed it would be surprising if a
review conducted outside a guideline development process could second
guess all the relevant questions.

Secondly, in a review that uses meta-analysis as a method of summary,
the process will require common estimates of effect that can be summarised
across studies. Particularly in complex clinical areas where multiple and
differing outcome measures have been used within studies, the choice of
studies to include in a review may be influenced by factors such as whether
or not there are available common endpoints rather than their clinical
usefulness.

Summary metric used in reviews
The most commonly used and statistically most robust metric used to

summarise effectiveness within systematic reviews is the odds ratio.
However, the odds ratio alone is insufficient to summarise the evidence
from trials. Used alone it is not readily interpretable and it needs to be
considered alongside a summary statistic of absolute risk reduction.26

Therefore a systematic review that presents the odds ratio alone is difficult,
if not impossible, to use. The only option would be to assume that the odds
ratio could be applied to the level of baseline risk in the population within
which the guideline would subsequently be used.27 For conditions where
this information might be available this strategy involves having to make a
number of assumptions. However, for many conditions for which one
might want to develop guidelines (depression, non-steroidal anti-
inflammatory drug use) levels of baseline risk are not available.

Updating existing reviews

If within a guideline development process a relevant systematic review is
identified there may be an issue of its timeliness. A review that was
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completed two years ago may well have had subsequent relevant papers
published but not incorporated into the review. Under such circumstances
the ideal is for the review authors to be contacted to update the review. If
this is not possible then a guideline process has to either replicate the whole
review for itself or consider the new papers alongside but outside the
review. Under such circumstances conflicting results may be difficult, if not
impossible, to reconcile.

Conducting reviews within the process of guideline
development

For any or all of the reasons discussed above, an existing systematic
review may be inappropriate for use within a guideline development
process. The solution to the issues raised here is to conduct new reviews (or
update existing ones) within the process of guideline development. If the
reviewers are members of the guideline development group then issues
such as the included and excluded studies and the choice of summary
metric are more easily addressed. Review decisions are made interactively
with the other members of the guideline group. A further advantage of such
a process is that the guideline development group can ask questions of the
analyst that can be answered either directly or in subsequent meetings. An
example of this occurred within the North of England Aspirin Guideline
Group,18 where an existing meta-analysis28 was replicated and then
updated. Having considered the overall effectiveness of aspirin as an anti-
thrombotic in various clinical settings, the group asked whether the dose of
aspirin used made any difference. Studies were analysed by dose of aspirin
used and the results presented to the group at their next meeting. In fact,
the benefits appeared if anything to increase with lower dose, a desirable
situation as side effects of treatment also decrease with dose (Figure 21.1).
Such a degree of interaction allows for questions to be answered much
more precisely than would otherwise be possible.

The summary metric used in reviews

From our experiences of working with guideline development groups it is
clear that the odds ratio alone is not readily interpretable and that it needs
to be considered alongside a summary statistic of absolute risk reduction.26

However, within a review, included studies will usually have been con-
ducted over differing periods of time and to produce an overall risk reduc-
tion within a time period there needs to be a further transformation. This
necessitates the use of methods such as incidence rate differences.29 It is
only by using such techniques that the number needed to treat (NNT, see
also Chapters 19 and 20) can be calculated meaningfully as a summary
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measure of a series of trials with different follow-up. Interestingly, this more
clinically interpretable result is the least statistically robust. When using
such methods it is particularly important to observe the general rules of
meta-analysis and only combine studies that it is clinically meaningful to
combine.

An example of this method and the advantage that it can bring is pro-
vided by the guideline on the primary care use of aspirin as an antiplatelet
drug.18 Meta-analyses of trials of aspirin after acute myocardial infarction or
in stable angina show similar odds ratios and similar risk differences for a
composite outcome (non-fatal myocardial infarction, stroke or death).
However, the incidence risk differences are very different, with 3·3%
reduction in outcomes attributable to treatment over 1 month in the acute
myocardial infarction trials, and an 0·7% reduction in outcomes
attributable to treatment in the stable angina trials over one year (see Table
21.1).

Often use of a range of meta-analytic techniques has proven necessary
in the guidelines development process, with routine use of the most
interpretable metrics alongside the most robust (e.g. incidence risk
differences alongside odds ratios), a mix of continuous and binary
outcomes, individual patient data analyses (see Chapter 6) and, on occa-
sions, meta regression analyses (see Chapters 8–11). For the researcher
undertaking systematic reviews, work in this context can be rewarding
and fascinating.
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Figure 21.1 – Relative risk of non-fatal myocardial infarction, stroke, or vascular
death. Meta-analysis stratified by dose of aspirin used in trials.



Concluding remarks

Within the process of guideline development, conducting specific
systematic reviews or updating existing ones will usually represent the
optimum means of summarising evidence on the effects of interventions.
Such reviews will be focused on the subject area of the guideline and the
needs of the guideline group, and can be tailored to the clinical questions
that they pose. There will be occasions when available systematic reviews
will represent the best available evidence, and their use will be necessary
when resources are inadequate to conduct a new review. Under these
circumstances they may be incorporated into the guideline, but the
strength of subsequent recommendations may need to be lowered to reflect
any shortcomings of the review. 
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22 Using systematic reviews
for evidence based policy
making
J A MUIR GRAY

Summary points

• Policy making, like all other health and healthcare decisions, should be
based on best current knowledge.

• Interpretation of evidence by policy makers also takes into account
resources and values.

• There is a distinction between decision making and decision taking:
scientists can play a part in the former but because the latter always
involves values, the final decision has to be taken by representatives of
the public affected.

• Scientists and politicians are involved in fundamentally different
activities, albeit with the same aim.

There is nothing a politician likes so little as to be well informed; it makes
decision making so complex and difficult.

J M Keynes

An aerosol able to dispense confidence that could be inhaled by bankers
and investors was how one cynic summarised the economic theories that
led to at least one Nobel Prize in economics. There was certainly little
evidence to support Keynesian economics and the decision to invest large
sums of public money to stimulate the economy was based largely on
theory but had an immense effect. Perhaps it was this experience that led to
Keynes’ dismissive remark, but he would probably have been dismayed
when he saw how politicians have reacted to economic problems in the
1990s. They have the evidence of the apparent effectiveness of Keynesian
economics but, world wide, they have decided to cut public expenditure
and slim the size of the state.
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Systematic reviews, a high quality source of evidence, should be useful to
policy makers. One weakness is, of course, the relative paucity of such
reviews but it is perhaps the attitude of the policy makers that is equally
important in determining the degree to which the evidence that exists will
be used.

There are many different levels in healthcare decision making; excluding
the very small proportion of the population for whom cost of care is not a
concern, epitomised perhaps by Michael Corleone in Godfather III
receiving high tech care in penthouse splendour for his ischaemic heart
disease. The great majority of most populations receive care from systems
which have a finite amount of resources, and the clinical decision comes at
the end of a long chain of decisions with the following being recognisable in
most countries:

1 How much of our gross national product should we invest in public
services?

2 How much of the money allocated for public services should be
allocated to health care as opposed to other services which can improve
health?

3 How should the money for health care be allocated to different
geographical populations?

4 Once allocated to a population, how should the money for health care be
distributed between different groups in need, for example, between
those who have mental illness and those who have cancer?

5 Once money has been allocated to people with cancer, how can best
value be obtained, namely:
(a) which interventions or services should be funded and which should

not?
(b) how can the population most likely to benefit from intervention or

service receive it, and those least likely to benefit be excluded?
(c) how can we be sure that the service will be delivered to a high quality

to those for whom it is actually intended?

There are, of course, variants on this list of questions in different countries.
In some countries money is top-sliced nationally for health problems such
as cancer or health services such as screening before it is allocated to
geographical populations; but these same questions can be identified in
most countries and are the stuff of healthcare policy making.

At the end of the chain sit the clinician and the patient, the former little
better informed about the range of decisions that have determined the
amount of resources they have available to offer the patient, but clearly
aware that resources, particularly their own time, are finite and that they
must make decisions within this framework. It is for this reason that we
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distinguish so clearly between evidence based medicine (or evidence based
clinical practice to give it its broader term), and evidence based healthcare.

Evidence based medicine and evidence based
healthcare

The most widely cited definition of evidence based medicine is repro-
duced below.

Evidence based medicine is the conscientious, explicit and judicious use of
current best evidence in making decisions about the care of individual
patients. The practice of evidence based medicine means integrating
individual clinical expertise with the best available external clinical evidence
from systematic research. By individual clinical expertise we mean the
proficiency and judgement that individual clinicians acquire through
clinical experience and clinical practice.1

Some people argued that it is wrong to absolve the clinician from worry-
ing about the resource consequences of each decision.2 In our view it is
more appropriate to think of evidence based healthcare, namely decision
making for groups or populations based on best current evidence, as an
activity qualitatively different from evidence based medicine, even though
the same evidence is used in both. This distinction leaves the clinician and
the patient free to tackle the job that is difficult enough: incorporating
current best evidence with the patient’s values and baseline condition.

For example, it should be the job of a policy maker or commissioner of
health services to decide whether or not tissue plasminogen activator
(TPA) should be made available for people with chest pain in a population,
basing that decision on the balance of benefit, harm and opportunity cost
for the population as a whole. This leaves the clinician to worry about how
best to organise the delivery of quick clot-busting to people with chest pain
in order to maximise the potential benefit of streptokinase if TPA were not
affordable.3 The clinician is, of course, free to lobby, individually or collec-
tively, for extra resources to be made available for TPA to supplement
streptokinase. On a day-to-day, month-by-month, basis clinicians should
be freed from the worry of deciding whether or not the particular patient
they are seeing justifies the use of resources for TPA, a decision that almost
certainly would become more difficult as the financial year progresses.

Evidence based decision making for populations

In making decisions for populations or groups of patients the best
available knowledge has to be used and, as with clinical decision making,
the systematic review provides the best possible knowledge, although it may
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not always be available. However, as in clinical decision making, other
factors have to be taken into account, notably values and resources. These
are best expressed as a Venn diagram for they overlap and their relative
importance in different decisions is usefully represented graphically (Figure
22.1).

Evidence as the dominant driver

In some decisions where resources are not a major issue and the values
are relatively straightforward, policy decisions can be based on evidence
alone. In the decision not to introduce prostatic cancer screening, the UK
government was able to make its recommendations on the basis of two
systematic reviews of the evidence, neither of which was able to demon-
strate any reduction in mortality from prostatic cancer screening.4,5 Thus,
as screening always does some harm, policy makers were able to conclude
that screening would do more harm than good and should not therefore be
introduced. On the basis of these systematic reviews, the Secretary of State
made a very clear decision and expressed this unequivocally in a circular
sent to the National Health Service.

It could be argued that this represented the values of UK decision-
making which many people, particularly in the USA, see as over-cautious
and timid. It is interesting to note, however, that the American Cancer
Society, formerly renowned for its aggressive approach to cancer screening,
is now itself more cautious and actually suggests a “third way” based on its
review of the evidence. In response to an article,6 the American Cancer
Society (ACS) stated that:
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Figure 22.1 Venn diagram of factors which have to be taken into account in
evidence based decision making at the population level.
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the casual reader of the article by Stern et al might erroneously construe that
ACS supports “mass” screening. Studies have shown that when men are
provided with more formal information regarding early detection testing for
prostatic cancer, many decline it. The ACS is concerned that men may be
undergoing screening without proper pre-test guidance and education and
agreed that routine serum prostate specific antigen (PSA) measurement is
not appropriate without such education. As was the case with testing for the
human immunodeficiency virus, serum PSA measurement should not be
bundled in among other routine blood studies that do not require any
preamble discussion. The ACS is also concerned that clinicians who do not
let men know that early detection testing for prostate cancer is available
vitiate a man’s right to choose to undergo a relatively simple test that could
conceivably save his life.7

Resource-driven decisions

Systematic reviews of the cost and effectiveness of screening, for example
the Cochrane review on the costs and benefits of colorectal cancer
screening,8 are extremely useful to the policy-maker in reaching a decision.
Cost effectiveness studies (see Chapter 23) by themselves do not make
policy decisions but they are helpful in decision making. Most policy
makers use systematic reviews of cost effectiveness to classify interventions
into one of three groups:

1 very inexpensive, a “no brainer” decision which is easy to make and
introduce immediately, e.g. physician advice to stop smoking;

2 very expensive in terms of the return obtained and therefore not to be
introduced, e.g. TPA in the management of all people with chest pain;

3 the rest (usually the majority of new interventions): the costs per quality-
adjusted life year (QALY) are in the same range as standard services
such as coronary artery bypass grafting or hip replacement, and more
judgement is required based on the values of the decision makers.

In the UK this position will become clarified considerably in the next few
years as the work of the National Institute of Clinical Excellence (NICE)
evolves. In some countries, notably Canada and Australia, this type of
decision making is already more common and more explicit. In decision
making within managed care and health maintenance organisations
(HMOs) in the USA, particularly those that are for-profit, the decisions are
less clear. They are nevertheless the subject of intense scrutiny, speculation,
and sometimes spectacle, as in the best-selling novel by John Grisham and
the Francis Ford Coppola film The Rainmaker, the tale of an idealistic law
graduate’s quest for justice against a giant insurance company which
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refuses to pay for a boy’s life saving treatment. Resources and values, of
course, are interwoven like warp and woof and are difficult to tease apart.

Value-driven decisions

The word “value” is vague and imprecise. Values may usefully be dis-
cussed with respect to an abstract system such as utilitarianism but
healthcare organisations spend relatively little time, perhaps too little, on
this type of abstract thinking. It is often hard to find any record of explicit
discussion of theoretical issues in the records of public bodies, but the
values are often clear from the decisions that they have made.

The decisions that healthcare organisations responsible for allocation of
resources make are generally focused on the needs of their population. For
example, the decision to invest in extending a breast screening programme
to women aged over 65 will be based in part on the evidence about the
effectiveness of breast screening in this age group, and on evidence about
the likely rate of uptake, which will influence cost-effectiveness. The
decision to stop breast cancer screening at the age of 65 is based on cost
effectiveness having a higher value than the value to make services freely
available to people irrespective of age, and could be, and has been, inter-
preted as an ageist decision. Similarly the decision to extend breast cancer
screening to women aged over 65 could be a decision driven by values as
well as by evidence.

Thus, in health care, the term can also mean more precisely the relative
argument of one service in which an investment is made, compared to
another in which it is not. It would thus be possible to replace the Venn
diagram shown as Figure 22.1 with another diagram in which values and
priorities were separated, as shown in Figure 22.2.
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Figure 22.2 Venn diagram separating values and priorities.
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Where there is no economic reason that makes it obvious either to
include or exclude a new screening programme, values come into play and
nowhere were values more explicit in recent years than in the debate on
mammographic screening for women under the age of 50.

What happened is relatively simple to describe, but was an intense
experience for all who were involved. The National Cancer Institute
convened its customary panel of experts, who reviewed the evidence. A deci-
sion was made that screening for breast cancer in women under the age of
50 should not be recommended. Public and political reaction was sudden,
sharp and hostile; at one time the very budget of the National Cancer
Institute was threatened by some politicians. Another panel was convened
and, as it met only a month after the first, it considered much the same
evidence but came (17 to 1) to opposite conclusions, the only dissenting
vote being from a woman aged under 50 who had breast cancer. What are
the lessons of this episode, called, quite appropriately by a distinguished
American analyst, the “Alice in Wonderland world of policy making”?9

Who should make value-drive decisions?

Some people felt very indignant about the impact that the media and
politicians had had on the decision, but another point of view is that it is
right and proper for politicians and the public to make decisions in which
values are important. The job of the scientist is to be clear about the
evidence and, having reviewed the evidence, it is clear that few people
benefit and many people will be harmed and debates about the false
positive rate continue to rage. That, perhaps, is the limit beyond which
scientists should not go and they have to respect that those who represent
the values of society have to clarify those values and make the appropriate
decision based on those values.

The main reason why the screening decision about mammography in
women under the age of 50 was different in the USA than in Canada
(where it was not recommended) may be that Canadian decision making,
as is the case with most other countries, starts from a collectivist perspec-
tive in which resources are finite. Thus the opportunity costs of every
decision have to be borne by people with some other health problem,
compared with the individualistic ethos and value system of the USA where
it is regarded improper to withhold information from the individual, allow-
ing that individual to seek screening if they can afford it.9 Neither approach
is right or wrong; both reveal that evidence based decision making and
policy making is, as the term correctly implies, evidence based.

When thinking about the relationship between the scientist and the
politician, it is useful to use a distinction common in management circles
about the difference between decision making and decision taking.
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Decision making is a process in which a number of different elements are
brought together. Decision making is the final and definite decision about
which of the options identified and appraised during the course of the
decision making should be chosen. Some decisions are taken by
professionals but where decisions involve the investment of a large amount
of resources, the decision to invest these resources in one programme
rather than another has to be taken by somebody who can be held to
account. Scientists can be held to account only for the quality of the
information they have provided, but, as the recent evidence about the
framing of management decisions has made clear,10 scientists can be
implicit decision takers by the way they frame the epidemiological
evidence, thus increasing their responsibility and accountability.
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Box 22.1 Are family preservation services effective? 
A letter

Dear Dr Tyson,
You will recall that last Thursday when you so kindly joined us at a meeting of the
Democratic Policy Committee you and I discussed the President’s family
preservation proposal. You indicated how much he supports the measure. I assured
you I, too, support it, but went on to ask what evidence was there that it would
have any effect. You assured me there was such data. Just for fun, I asked for two
citations.

The next day we received a fax from Sharon Glied of your staff with a number
of citations and a paper, “Evaluating the Results”, that appears to have been
written by Frank Farrow of the Center for the Study of Social Policy here in
Washington and Harold Richman at the Chapin Hall Center at the University of
Chicago. The paper is quite direct: “... solid proof that family preservation services
can effect a state’s overall placement rates is still lacking”.

Just yesterday, the same Chapin Hall Center released an “Evaluation of the
Illinois Family First Placement Prevention Program: Final Report”. This was a
large-scale study of the Illinois Family First initiative authorized by the Illinois
Family Preservation Act of 1987. It was “designed to test effects of this program
on out-of-home placements of children and other outcomes, such as subsequent
child maltreatment”. Data on case and service characteristics were provided by
Family First caseworkers on approximately 4500 cases; approximately 1600
families participated in the randomized experiment. The findings are clear enough.
“Overall, the Family First placement prevention program results in a slight
increase in placement rates (when data from all experimental sites are combined).
This effect disappears once case and site variations are taken into account”. In
other words, there are either negative effects or no effects.



Keynes was wrong. There is now evidence that allows us to refute
Keynes’ dismissive proposition quoted at the start of this chapter. Around
the world politicians are asking for evidence to help them make decisions.
It is true that they may not always like the evidence when they get it, but
they are keen for evidence as the letter addressing the effectiveness of family
preservation services in the USA eloquently states (see Box 22.1). Perhaps
the most exciting development in the world of systematic reviews in 1999
has been the launch of the Campbell Collaboration, a world-wide initiative
analogous to the Cochrane Collaboration (see Chapters 25 and 26) to
prepare and disseminate systematic reviews of interventions in fields of
government policy other than health care.
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23 Using systematic
reviews for economic
evaluation
MIRANDA MUGFORD

Summary points

• Economic evaluation seeks to predict the net change in benefits and
costs arising from alternative approaches to providing a particular form
of care.

• Methods for economic evaluation and systematic review can inform
each other.

• To improve information for optimal decisions in health care:
– Results of systematic reviews of effectiveness should be used in

economic evaluations.
– Systematic reviews of effects of health care could incorporate more

outcomes used in economic analyses.
– Systematic reviews of economic studies may lead to biased estimates. 
– Reporting of economic studies needs to be transparent about design

and methods.

Nearly every health care decision has an impact, not only on health and
social welfare, but also on the resources used in the production of health
care and health. To make the best decisions, therefore, not only do
decision-makers need to know the health benefits, but also the cost, or what
is forgone to achieve this benefit. Economics and decision theory offer a
framework for weighing up the net value of the costs and outcomes of
alternative courses of action.1–3 Economic evaluation techniques have been
developed and applied increasingly in the health field in the last two
decades and now appear regularly in clinical and health service research
journals.4 Such studies are sometimes based on primary data collection, but
frequently use evidence both about costs and effects from published or
other secondary sources. Guidance on the quality of the evidence used in
such economic studies is still limited.
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Systematic review methods are a formal and replicable approach to find-
ing and summarising existing evidence. The approach has evolved in the
field of health care in the context of use of selected, sometimes misleading,
narrative reviews of evidence in support of advice for decision-makers.5,6 The
methods that have evolved, as this book illustrates, have concentrated on
the quality of evidence about the effects of care. This information is
necessary, and if it leads either to implementation of new practices or
abandoning established ones, will have an effect on resources. Although it
is clearly seen that reviews of this type do not provide sufficient evidence for
decisions about the allocation of resources, as yet, very little has been written
on the methods of systematic review to be used for the synthesis of evidence
for an economic decision. The effectiveness of care is usually reported in
terms of indicators of health or other clinical indicators, but effects on health
service utilization, or on costs, are also considered in many studies, and are
potentially important additional information for economic decisions.

In this chapter, I discuss the ways in which both economic evaluation
and systematic review techniques can inform each other, and consider what
needs to be done to improve the information for optimal decisions about
health care.

What is economic evaluation?

Economic evaluation seeks to predict the net change in benefits and costs
arising from alternative approaches to providing a particular form of care.
There are different forms of analysis which reflect the purpose of the
evaluation and the viewpoint from which it is conducted. These include
cost-benefit analysis (CBA), cost effectiveness analysis (CEA) and cost-
utility analysis (CUA). The approaches have different theoretical origins
and are applicable to different types of economic decision (see Box 23.1).
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Box 23.1 Economic evaluation terminology

Cost benefit analysis (CBA): Derived from welfare economics, measures net
gain or loss to society of a new programme or project and thus considers
allocative efficiency. The technique incorporates costs to a range of agencies
including consumers and producers, as well as narrow health care costs, and
usually gives values of benefits in monetary terms.

Cost effectiveness analysis (CEA): Originally derived to assess the technical
efficiency of alternative projects, with close links to decision theory and
operational research, this method compares alternative approaches to care.

Cost-effectiveness ratio: Estimates the value of (additional) resources required
(costs) to achieve a particular desired health outcome.
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Cost utility analysis (CUA): Overcomes the single dimension of outcome in
CEA, and compares costs with the utility of health gain.

Discounting: A technique for estimating the present value of costs and benefits
occurring in different time periods, and therefore having different values
because of time preference.

Efficiency: Optimising the use of resources. Technical efficiency assesses which
is the best programme to meet a specific objective. Allocative efficiency
measures the extent to which programmes improve overall social welfare.

Equity: Fair distribution of access to resources, and/or outcomes.

Marginal analysis: One which considers the costs and benefits of a small
change in production or consumption of services.

Opportunity cost: Economists attempt to measure cost as the benefit lost if
resources are used in a particular way, and are therefore not available for other
uses. Agreed money prices for exchange of resources are not always a good
measure of opportunity cost, and adjustments must be made.

Resources: The physical means of producing goods and services, including
human time and skills, raw materials, equipment, buildings, drugs, supplies
etc. All resources have an opportunity cost. Sometimes the use of resources is
aggregated and expressed in terms of units of service provided such as bed
days or general practitioner visits.

Resource use: A measure of the quantity of resources used. Cost is estimated as
the quantity of resource use multiplied by the money cost of an item of
resource. For example, the cost of hospital inpatient care is sometimes
estimated by the number of bed days multiplied by cost per bed day.

Sensitivity analysis: Exploration of uncertainty about assumptions or data
included in an economic evaluation. The value of the cost-effectiveness or
cost-benefit ratio is recalculated with different values. In one way sensitivity
analysis, only one variable is changed at a time, in multiway and extreme
scenario analysis, many variables are adjusted at the same time.  The method
can be used to consider thresholds of patient risk, effectiveness or cost at
which a health intervention would be a ‘good buy’.

Utility: A term used by economists to sum up the satisfaction gained from a
good or service. In health care evaluations, is often expressed in such
measures as the quality adjusted life year (QALY) or healthy year equivalent
(HYE), thus taking account of quality of life and conflicting outcomes.

Viewpoint: Different agencies commissioning or providing or using health
care have different objectives which may or may not conflict with overall
societal viewpoint. Economic evaluation studies may consider the impact on
these specific objectives, and may therefore not consider some costs and
benefits. For example, many evaluations of hospital procedures consider only
short term costs to the hospital, and not costs to other agencies.

This abridged glossary is partly distilled from Jefferson et al.7 which provides a more
complete introduction to economic evaluation.



Whatever form of evaluation is followed, all involve simplification and
summing up of information about quantity and value of inputs used and
outcomes experienced by those undergoing the alternative forms of health
care compared. The information required includes: the predicted change in
health, the predicted change in resource use, the utility or value of health
gain, and the opportunity cost of resources.

Additional factors will also affect the results, interpretation, and
“transferability” of the results of an economic evaluation:

• details of the types of care compared and the context in which they are
provided

• characteristics of the patients treated
• how the pathways of care experienced by patients are described in terms

of cost-generating events
• the viewpoint of the analysis, which should reflect the stakeholders

involved in and affected by the decision
• the time horizon and scale of the decision to be made.

A cost effectiveness ratio is a composite variable, and is subject to the
uncertainty about each of its components. Costs and effects can be, and
often are, both constructed from synthesised data based on a variety of
sources. There is a growing volume of research on statistical properties of
costs and cost effectiveness ratios.8 However, many sources of uncertainty,
such as assumptions about discount rates, or about allocation of joint costs,
can not usually be treated statistically. Therefore, a key element in economic
evaluation is sensitivity analysis, to test thresholds of cost effectiveness,
extreme scenarios and the effects of individual assumptions.

Given the range of reasons for differences in the results of economic
evaluations, the reliability of the result and of the data used in any
evaluation is very hard to judge. For this reason, health economists and
those concerned about publishing and making decisions based on valid
evidence have been developing guidelines for practising and reviewing
economic evaluations of health interventions.9–13 These guidelines repre-
sent a consensus of opinion, and in some cases express a lack of agreement.
In some points the recommendations are driven by economic wisdom, such
as the recommendation that the value of future costs and benefits should be
discounted. In other points, guidelines for economic evaluation have
adopted accepted wisdom in health services research. For example, as
shown in Box 23.2, guidance from both the USA and the UK recognises
the value of avoidance of bias in estimation of effectiveness, preferring
evidence based on randomised controlled trials. Economists recognise
systematic reviews of effects of care as a possible source for economic
evaluation, although in the recommendations published so far, there is still
uncertainty about the hierarchy of levels of evidence. For example, the US
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guidelines suggest that systematic review evidence should be seen as second
best compared to a single well conducted RCT.10 Quality criteria for
economic evaluations are used by reviewers in the critical abstracts of
economic evaluation studies published in the British National Health
Service (NHS) Economic Evaluation Database, which is produced by the
Centre for Reviews and Dissemination of the NHS.4

Very few economic evaluations are entirely based on primary research.
Those that are can provide valuable information about the costs and
processes of health care in particular settings.14 However, such studies take
as long to complete as the effectiveness research with which they are linked.
Decision makers often need an assessment of economic impact at an earlier
stage in the diffusion of technology, before trials are funded, to assess cost
effectiveness in routine practice. Preliminary economic evaluations, or
more correctly, appraisals, can be the basis for decisions about the need for
further research or indeed about whether to proceed with the new form of
health care at all.15,16 Such studies model the likely costs and consequences
based on the best available data. Logically, therefore, systematic review
techniques should always be used in economic appraisals, for all the
categories of data required, and even to derive the structure of the model
that is used to predict cost. That this is not yet the case is clear from a look
at the studies abstracted in the NHS Economic Evaluation Database.
However, methods for economic evaluation are developing.
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Box 23.2 – Recommended sources of effectiveness data
for economic evaluation

Outcome probability values should be selected from the best designed (and
least biased) sources that are relevant to the question and population under
study.

Evidence for effectiveness may be obtained from RCTs, observational data,
uncontrolled experiments, descriptive series and expert opinion.

Good quality meta-analysis and other synthesis methods can be used to
estimate effectiveness where any one study has insufficient power to detect
effects or where results conflict.

Gold et al.10

In using the existing published literature for estimates of effectiveness, the
economic analyst can either use data from a single trial or, where they exist,
data from an overview or meta-analysis of a group of trials.

Drummond et al.3



Using systematic reviews of the effects of health care in
economic evaluation

If systematic review of the effects of care is well done, it increases the
chance of detecting a true effect of care, and minimises the chance of
wrongly finding a form of care effective. Where such evidence is generated,
it can provide powerful evidence for a change in health care provision, but
does not provide decision-makers with all the evidence they need.
Evaluation of the economic implications of the findings of the review is a
logical next step. Examples where this has occurred include use of
antibiotic prophylaxis at caesarean section to prevent post-operative wound
infection,17 use of antenatal corticosteroids and surfactant for reduction of
the risk of neonatal respiratory distress,18 tamoxifen in treatment of breast
cancer,19 methods for suturing after perineal trauma during childbirth,20

and many others. In these cases, the typical odds for effects on key
outcomes are used to estimate probabilities in decision models, and to infer
the use of key services for care. Problems arise in such models when the
original systematic review does not generate sufficiently disaggregated data
to estimate the probabilities required to construct specific pathways in the
decision model. 

In each case of economic evaluation based on systematic reviews of
effects of care, the model also uses data from other sources about the base-
line risks of the key outcomes and the costs of service use. This is often
from a single primary study, or health care database. Some economic
evaluations use evidence from review of literature for these purposes, but it
has been unusual for authors to describe how they found and summed up
current evidence, or to set criteria for quality of evidence.

Systematic review protocols have often been developed with a fairly
limited clinical viewpoint, which may in turn reflect the emphasis of the
trials that are reviewed. Increasingly, however, trials address wider ques-
tions and frequently have associated economic evaluations, although these
are not always reported in the same journal.21 Given that such trials are
included in systematic reviews, it seems a sad waste of important informa-
tion where it is not reported in the review. If there is clearly an important
economic decision to be made about a form of health care, then systematic
review protocols can be developed with a broader objective, and with
economic evaluation in mind. For such reviews to come about, however,
there is a need for reviewers to understand and judge the methods used for
economic evaluation alongside trials, and for their economic advisors to
understand the purpose and methods of systematic reviews of evidence.
This is being attempted at present in several ongoing reviews, but is still
limited by the level of reporting of economic outcomes in most reports of
randomised trials.22
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Systematic review of economic evaluations

Although not often formally used as a source of data in economic
evaluation, systematic review techniques are not new in health economics.
Efficient methods of electronic and hand searching for economic studies
are evolving, and it is clear that methods for identifying economic studies
requires very different strategies from those for effectiveness studies.4,23

Valuable exploratory reviews of studies have been done,24–26 not primarily
to sum up evidence of economic outcomes, but to investigate whether
methods used for economic evaluation meet recommendations, and how
they affect the results of the reviewed studies. 

Taking examples of health care interventions from immunisation and
neonatal intensive care, a group of economists investigated whether it
might be fruitful to attempt systematic review of economic evaluation
studies, with the aim of summing up the economic benefit of a particular
health technology. We identified a range of problems. Economic studies of
the same form of care often, quite legitimately, have a range of purposes
and viewpoints and designs, apply to disparate populations, and refer to
different baseline levels of health care. This applied strongly in the cases of
immunisation against hepatitis B, and influenza, but less so in the case of
giving exogenous surfactant in neonatal intensive care units to prevent
neonatal respiratory distress, where the populations, risks and technologies
were more homogeneous among studies. Even if the differences among the
design of the studies were not a problem, the quality of the reported
studies, or the evidence they used, has generally been poor, and many
studies would have to be excluded. The conclusion of this investigation was
that:

economists have not yet developed a formal methodology for reviewing and
summing up evidence from individual economic evaluations ... or indeed for
assessing whether systematic reviews are possible in this context.27

Since then, further reviews of economic studies have been done and
methods are currently being tested for setting quality criteria for inclusion
of studies in such reviews.28,29 There is doubt among some health econo-
mists that standardisation of methods is a sensible path to follow, given the
wide range of purposes and acceptable formats for economic evaluations.
Most agree, however, that there is a need for transparency in reporting
economic evaluations.

One problem arising from restricting a review of evidence only to eco-
nomic evaluations is that much valuable evidence is lost, both about the
effectiveness and the costs of alternative forms of care. This occurs because
the review will omit high quality trials that did not qualify as economic
studies. The review would also omit economic studies, such as cost of
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illness or cost comparison studies, which are not classed as economic
evaluations. Potentially, therefore, a review based on economic evaluations
alone could be quite misleading. This is illustrated in Table 23.1, which
shows how the results of economic studies can vary by source of evidence
about effects of surfactant. In this example, the country of the study is an
additional important source of variation, since health care costs are known
to be very much higher in the USA than in Europe. More evidence is
needed to judge the degree of bias that is inherent in review of economic
evaluation studies.

Conclusions: the role of systematic review in economic
evaluation

Economic evaluation is not a single research methodology, but a frame-
work for combining data from different sources about costs and benefits.
Methods for economic evaluation are evolving, and health economists
increasingly acknowledge the role of systematic review methods, at the
same time as the need for economic evaluation is recognised by reviewers
of effectiveness. The methodological questions which I have discussed in
the previous paragraphs are all the subject of current research by members
of Cochrane Economics Methods Group,30 who are interested in the links
between economic evaluation and systematic review of the effects of health
care (see Chapters 25 and 26 on the Cochrane Collaboration). Box 23.3
illustrates some of the current tasks faced by the group. On the basis of
work underway at the time of writing, it seems likely that in the next few
years clearer guidelines for combining evidence from systematic reviews
and economic evaluation will emerge.
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Table 23.1 Cost effectiveness estimates for use of exogenous surfactant in neonatal
intensive care units to prevent neonatal respiratory distress.

Source of Number Countries Cost per
evidence for of additional survivor 
effects studies (1994 pounds)

Systematic 2 UK, 20 908
review Netherlands

Single RCT 3 USA 45 573

Other control 2 USA, 88 350
Finland

All 7 50 755
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24 Using systematic
reviews and registers of
ongoing trials for scientific
and ethical trial design,
monitoring, and reporting
IAIN CHALMERS

Summary points

• Systematic reviews of existing evidence are prerequisites for the scientific
and ethical design of new controlled trials.

• Proposals for new trials should take account of information about
planned and ongoing trials.

• Ethical and scientific monitoring of ongoing trials should take account of
systematic reviews that have incorporated relevant new evidence.

• The results from new trials should be set and interpreted in the context
of systematic reviews of all of the relevant evidence available at the time
of reporting.

• Up-to-date systematic reviews of existing evidence and registers of
planned and ongoing trials are essential for scientific and ethical trial
design, monitoring and reporting, and for protecting the interests of
patients, and the public more generally.

Authors of previous chapters in this section have discussed the applicability
of results of a systematic review to individuals and the issues raised when
using systematic reviews for the development of guidelines, economic
evaluation and policy making. In this chapter I will suggest that systematic
reviews of existing trials and registers of ongoing trials are prerequisites for
scientific and ethical trial design, monitoring and reporting, and for pro-
tecting the interests of patients, and the public in general.
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Questionable use of limited resources

In the first edition of this book, Paul Knipschild1 noted that researchers
who had published reports of controlled trials of pyridoxine for women
suffering from premenstrual syndrome had failed to refer to several well-
designed earlier studies. As every important trial that they had missed had
shown an ambiguous or frankly unpromising result, Knipschild suggested
that these researchers might not have embarked on further trials if they had
searched for and analysed relevant existing research evidence more system-
atically.

An expensive controlled trial was sponsored by the US National Eye
Institute2,3 because the results of a non-randomised cohort comparison
published in the New England Journal of Medicine suggested that neonatal
exposure to light increased the risk of retinopathy of prematurity.4

Critiques of these observational data5 showed how they might have
reflected selection bias, a conclusion that was supported by the results of
the controlled trials available at that time.6 Had the National Eye
Institute required a systematic review of the evidence from controlled
trials before funding a further study, its investment priorities might have
been different.

Ethical concerns

Apart from the inefficient use of limited resources for research, there are
worrying ethical concerns raised by failure to prepare systematic reviews of
past studies before doing further research, in particular, when this results in
failure to recognise that a therapeutic question has already been convinc-
ingly addressed. Savulescu and his colleagues7 suggested that some
research ethics committees were behaving unethically by ignoring this
issue. As an example, they pointed to the unjustified continued use of
placebos in trials of antibiotic prophylaxis for colorectal surgery when there
was evidence from earlier trials that antibiotics reduce mortality8 (Figure
24.1). It is likely that all of the more recent trials were approved by research
ethics committees; yet, presented with the evidence shown in Figure 24.1,
it seems very unlikely that many patients scheduled for colorectal surgery at
any time over the past 20 years would have not wished to have had
prophylactic antibiotics, within or outside the context of controlled trials.

In 1997, after considering the influence existing and newly acquired
results of research should have on the ethical evaluation of proposals for
further controlled trials, the Danish national Research Ethics Committee
System concluded that “it is crucial that all relevant literature has been
reviewed by the research group before submission”. Specifically, they
stated that “this will be a precondition when the evaluating committee is
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Figure 24.1 Cumulative estimate of the effects on mortality of antibiotic
prophylaxis for colorectal surgery. From Lau et al.8

Study No. of
patients

1 Everett (1969) 29

2 Rosenberg (1971) 177

3 Rosenberg (1971) 200

4 Nygaard (1972) 215

5 Nygaard (1972) 233

6 Nygaard (1972) 337

7 Nygaard (1972) 439

8 Nygaard (1972) 456

9 Goldring (1975) 506

10 Farmer (1975) 603

11 Alexander (1976) 665

12 Feathers (1977) 704

13 Kjeilgren (1977) 810

14 Coppa (1983) 1051

15 Lord (1983) 1098

16 Schliessel (1984) 1159

17 Schliessel (1984) 1219

18 Gomez-Alonzo (1984) 1285

19 Gottrup (1985) 1372

20 Gottrup (1985) 1461

21 Petrelli (1987) 1531

Overall

Odds ratio 95% CI

Favours
treatment

Favours
control

0·1 0·2 0·5 1 2 5 10



judging the originality of the project and, for example, the permissibility
of using placebo and not an already known treatment in a control
group”.9,10

Over the past half century, researchers, research funders and research
ethics committees have presided over an outpouring of controlled trials
addressing questions of doubtful or no relevance to patients,11,12 and they
have done so in ways that have been characterised as a scandal.13 Taking
just one area – schizophrenia – as an example, a recent analysis of 2000
controlled trials showed that most were poorly reported, that over 600
different interventions had been studied, and that, in this chronic condi-
tion, most trials were of short duration.14 The 500 reports of trials of nearly
100 different drugs prescribed for the movement disorders caused by
medication for schizophrenia, for example, are plagued by methodological
problems of small sample sizes, brief interventions, and inappropriate use
of the crossover design.15

Distorted research agendas

The mismatch that exists between patients’ needs and the research
actually done often seems to reflect perverse incentives to pursue particular
research projects.11,16,17 There are substantial opportunity costs associated
with this situation. For example, investigators are currently being paid
substantial amounts of money by drug companies to recruit participants in
trials investigating surrogate measures of the effects of new neuroprotective
agents. These monetary incentives, together with commercial stipulation
that the participants in these trials cannot take part in any other trials, mean
that important unanswered questions about many existing elements of
treatment are likely to remain unanswered. For example, even though,
every year, tens of thousands of patients with severe head injury are
hyperventilated and given mannitol, barbiturates and/or corticosteroids,
systematic reviews of the available trials have shown that there is uncer-
tainty about whether any of these interventions decreases either death or
disability.18–20 Likewise, the effects of treatments for stroke which have
limited or no commercial potential, such as phenytoin, magnesium and
hypothermia, remain unclear.21

Systematic reviews are beginning to make these distortions in the
research agenda more visible, and identify which hypotheses are worth
pursuing. The trend to prepare systematic reviews to guide decisions about
further research in health care began in the 1980s, when it was exemplified
by the series of International Studies of Infarct Survival (ISIS) and the
programme of trials developed by the Perinatal Trials Service at the UK
National Perinatal Epidemiology Unit. A specific example can help to
illustrate how the principle can operate in practice.
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Many (probably most) women find the administration of an enema in
early labour distressing and degrading, yet this is still a routine in many
maternity hospitals. This practice reflects the fact that some health profes-
sionals believe that routine use of enemas shortens labour and reduces the
risk of maternal and neonatal infection after birth. A Colombian family
physician, Luis Cuervo, was concerned about this mismatch between lay
and professional perceptions. At the end of 1994 he consulted the Cochrane
Pregnancy and Childbirth Database and found a review of the relevant con-
trolled trials. Although the review confirmed his impression that there was
good reason to doubt the validity of the professional rationale for adminis-
tering enemas to women in labour, he was dissatisfied with the quality of
the review. The improved review of the available evidence that he pre-
pared22 revealed that the existing trials were unsatisfactory in a number of
respects, and so he designed and completed a further trial addressing many
of these deficiencies (Luis Cuervo, personal communication), and the
results will be used to update the systematic review in due course.

The principle of building systematically on what is known already is
beginning to be reflected in the requirements of research funding organisa-
tions. In the UK, for example, the Medical Research Council23 (Box 24.1)
and the National Health Service’s Health Technology Assessment
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Box 24.1 Extract from UK Medical Research Council
Proforma for funding applications for new controlled
trials (from http://www.mrc.ac.uk/Clinical_trials/ctg.pdf)

2 The need for a trial

2.1 What is the problem to be addressed?

2.2 What are the principal research questions to be addressed?

2.3 Why is a trial needed now?
Evidence from the medical literature – see 2.4 below, professional and
consumer consensus and pilot studies should be cited if available.

2.4 Give references to any relevant systematic review(s)* and discuss the
need for your trial in the light of the(se) review(s)
If you believe that no relevant previous trials have been done, give details
of your search strategy for existing trials.

2.5 How will the results of this trial be used?
E.g. inform clinical decision-making/improve understanding.

* For definition of a systematic review, see Oxman, AD. Checklists for review articles.
BMJ 1994;309:648–51.



Programme have put in place mechanisms for ensuring that information
from systematic reviews of past research are available to guide decisions
about whether or not to support proposed new research. People proposing
new trials to the Medical Research Council are now required to “give
references to any systematic reviews and discuss the need for (the pro-
posed) trial in the light of these reviews”. If they believe that no relevant
previous trials have been done, applicants are required to “give details of
(their) search strategy for existing trials” (Box 24.1).

Registration of planned and ongoing trials to inform
decisions on new trials

Those planning new research should also take account of planned and
ongoing research, to avoid duplication of effort, and to promote collabora-
tion and appropriate replication. Sometimes, information about ongoing
trials may lead to a decision not to embark on another trial because it is
judged that answers to the questions being considered are likely to emerge
soon from work in progress elsewhere. Sometimes information about
ongoing trials will prompt researchers to contribute to an existing ongoing
trial, both to reduce the infrastructure costs of the research overall, and the
time taken to achieve the sample size necessary to obtain statistically robust
estimates of effects on important outcomes.

Information about ongoing trials may lead researchers to plan collabora-
tive analyses of similar, but independently organised trials, using an agreed
core data set to address questions defined prior to inspecting the data.24,25

Such prospectively planned meta-analyses seem likely to offer an important
way of generating more precise estimates of treatment effects and a way of
confronting some of the practical and political problems faced by those
organising very large international trials.26 Better infrastructure is required
to support those clinicians and patients who, uncertain about the relative
merits of two or more alternative treatments in everyday clinical practice,
wish to use randomisation as the preferred option for selecting among
treatment alternatives.27

Registration of trials to reduce reporting biases

Registration of ongoing trials is also required to contain and reduce the
serious problem of reporting biases. There is now substantial evidence that
clinical investigators are responsible for biased underreporting of research
(see Chapter 3). Compared with studies yielding unremarkable point esti-
mates of effects, studies which have yielded relatively dramatic estimates
are more likely to be selected for presentation at scientific meetings; more
likely to be reported in print; more likely to be published promptly; more
likely to be published as full reports; more likely to be published in journals
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that are widely read; more likely to be published in English; more likely to
be published in more than one report; and more likely to be cited in reports
of subsequent, related studies. As emphasised in a report published by the
Ethical Issues Working Party of the Faculty of Pharmaceutical Medicine,
these reporting biases raise serious ethical questions. “Pharmaceutical
physicians”, the report states, “have a particular ethical responsibility to
ensure that the evidence on which doctors should make their prescribing
decisions is freely available . . . the outcome of all clinical trials conducted
on a medicine should be reported.”28

Efforts to tackle reporting biases by trying to identify unpublished studies
retrospectively have met with only limited success,29,30 and Simes’ proposal31

more than a decade ago that the problem should be tackled through prospec-
tive registration has become increasingly widely endorsed29,32–40 (see, in
particular, CCT Links Register at www.controlled-trials.com Figure 24.2).
In an editorial published in Controlled Clinical Trials in 1998, Meinert
wrote “We are a mere dozen years from the dawn of the new century. Let
us hope that prospective registration will be the norm for all clinical trials
by the time we enter the 21st century. That hope can be realised, but only
through a collective resolve and effort to bring it about”.32

Prospective registration of trials might also have helped to reduce the
extent of the disastrous widespread prophylactic use of anti-arrhythmic
drugs after myocardial infarction because it would have meant that relevant
studies which should have been reported but were not could have been
identified. In the light of the evidence of reporting biases summarised above
(see also Chapter 3), it is surprising to find that some commentators are
still prepared to suggest that “studies that cannot be published in reputable
journals are probably flawed and are best disregarded”.41 In 1980, the
author of this statement found an increased death rate associated with a
class 1 anti-arrhythmic drug, but he and his colleagues dismissed it as likely
to be a chance finding and did not report it at the time because the
development of the drug “had been abandoned for commercial reasons”.42

They deserve credit for reporting the trial 13 years later as an example of
publication bias, noting that had it been reported at the time it was com-
pleted, it might have provided warning of trouble ahead.42–44 Incorporating
their data with the data presented in the systematic review of published
reports published by Furberg45 at that time gives 104 deaths (6·5%) among
1609 patients allocated to receive class 1 anti-arrhythmic drugs, and 74
deaths (5·1%) among 1454 control patients, results that suggest that these
drugs increase the odds of death by about a third (odds ratio 1·34; 95%
confidence interval 0·98 to 1·82).

There will be fewer avoidable tragedies of this kind in future if up-to-date
systematic reviews and registers of controlled trials are recognised to be
prerequisites for scientific and ethical trial design, monitoring and
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reporting, and if under-reporting of research is seen for what it is – scientific
and ethical misconduct.7,46,47

For all of the above reasons, summarised in Box 24.2, pressure to
establish and maintain registers of ongoing trials has been growing. Until
recently such registers have been far from satisfactory because they have
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relied on voluntary registration.48 This situation is changing, however, as
the importance of prospective registration of trials – on ethical as well as
scientific grounds46 – has become more widely appreciated. Registration of
controlled trials is increasingly expected and in many places, it is becoming
required. The US Food and Drug Administration Modernization Act of
1997, for example, calls for the establishment of a federally funded data-
base containing information on both government funded and privately
funded clinical trials of drugs designed to treat serious or life-threatening
conditions.

Prospective registration of controlled trials now also has support at a high
level within the UK. For example, the Medical Research Council49 requires
prospective registration of all the trials it supports; the National Research
Register assembled within the NHS Research and Development
Programme contains information about controlled trials being done within
the NHS; and two pharmaceutical companies, Schering Health Care50 and
Glaxo Wellcome,37 have led the way in making information about commer-
cially sponsored trials publicly available.

These developments, taken together with the potential now offered by
the World Wide Web for drawing on information in widely scattered
sources, suggest that the time is right to develop a means through which
people could obtain information about ongoing trials in many disciplines,
pursued in several countries, and supported from a variety of sources.40

Using records provided by public, charitable and commercial funders of
controlled trials, the publisher Current Science has established a website
(www.controlled-trials.com) containing both a meta-register of controlled
trials, and electronic links to registers held at other sites on the World Wide
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Box 24.2 The need for prospective registration of
controlled trials

Prospective registration of information about ongoing controlled trials is needed
because:
• Research funding agencies (public, commercial and charitable) want to

take their funding decisions in the light of information about relevant
ongoing research, both to avoid duplication of effort and to promote
collaboration.

• Patients, clinicians and other decision makers wish to be informed about
trials in which they can participate or to which they can contribute in other
ways.

• People using evidence from controlled trials want to be confident that they
are aware of all the trial evidence relevant to a particular question.



Web (Figure 24.2). An international advisory group has been established
by Current Science to guide the development of this initiative, and it seems
very likely that this will become a crucially important resource for address-
ing some of the objectives and needs outlined above.

Ethical and scientific monitoring of ongoing trials

The principle of taking into account the results of up-to-date systematic
reviews of relevant existing evidence applies not only to decisions about
whether to support new research, but also to decisions about whether to
continue supporting ongoing research. The dynamic nature of accumulat-
ing evidence means that systematic reviews need to be kept up-to-date,51

and researchers, funding bodies and data monitoring committees need to
take account of the changed circumstances which may result.

Proposals for a large trial of thyrotropin releasing hormone for antici-
pated pre-term delivery, for example, were based on encouraging evidence
from a systematic review of the early trials. The new trial was abandoned
when the review was updated52 to take account of evidence which had
accumulated from subsequent trials.53 Similarly, recruitment to Danish and
American trials of anti-coagulation in patients with atrial fibrillation was
discontinued in the light of the data emerging from other trials (Curt
Furberg, personal communication). 

There remains inadequate appreciation of the need to use up-to-date
systematic reviews in monitoring ongoing trials. The authors of a recently
published article in the Lancet entitled “The agonising negative trend in
monitoring of clinical trials”54 failed to mention how interpretation of
worrying trends in the results of ongoing trials should take account of
systematic reviews of relevant external evidence. Two of the specific
examples they use in the paper illustrate the potential value of systematic
reviews in this situation. Worrying trends in the accumulating results of a
large trial of anti-arrhythmic drugs in myocardial infarction55 could have
been informed by the worrying results of systematic reviews of other con-
trolled trials of this class of drugs.56,57 Conversely, a worrying early trend in
a large trial of beta-blockade during myocardial infarction58 was interpreted
conservatively because a systematic review of other trials of these drugs had
shown that they were likely to result in a modest but important reduction in
mortality.59

If systematic reviews are to fulfil this role effectively, they must be up to
date. As noted in a contribution to the first edition of this book,60 one of the
few features which currently distinguishes The Cochrane Database of
Systematic Reviews (see Chapter 25) from other publications is that authors
of the reviews it contains are expected to keep their work up to date in the
light of new evidence, and as other ways of improving their work are
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identified. The treadmill into which those who have assumed responsibility
for preparing and maintaining Cochrane Reviews have stepped is proving a
substantial challenge to many of them, and to the Cochrane Collaboration
more generally (see Chapter 26). Indeed, efficient maintenance of the
reviews published in The Cochrane Database of Systematic Reviews is
becoming the main challenge facing the Cochrane Collaboration, and
seems likely to remain so. As the editor of the BMJ has noted, the dynamic
nature of Cochrane reviews also creates knock-on challenges for more
traditional forms of publication.61

Even if the Cochrane Collaboration does not rise to the challenge of
maintaining systematic reviews efficiently, others must do so. As long as
up-to-date systematic reviews of relevant existing evidence and information
about relevant ongoing studies are not readily accessible, those funding,
approving, conducting and monitoring research cannot claim that they
have taken adequate steps to protect the interests of the patients and others
who participate in research.

Interpreting the results from new trials 

Finally, systematic reviews are required to implement the recommenda-
tion of the CONSORT Group62 that data from a new trial should be
interpreted “in the light of the totality of the available evidence”. The
public and others will continue to be misled as long as scientists, while
attending to the control of biases and imprecision within trials, ignore the
need to attend to biases and imprecision in setting the results of a particular
trial in context. An analysis of all 25 reports of randomised trials published
in the May 1997 issues of the Annals of Internal Medicine, the BMJ, JAMA,
the Lancet and the New England Journal of Medicine63 revealed that in only
two reports (both published in the Lancet) had the evidence generated by
the new study been presented in the context of updated systematic reviews
of other relevant studies. Many of the other articles, including some that
claimed (without evidence) to be the first trial addressing a particular
question, contained citations to previous trials; but it was not clear whether
these citations represented every similar trial, or how they had been identi-
fied, or why they had been included. In other words, in terms of the notion
of a population of relevant studies,64 the cited reports were non-random
numerators without defined denominators.

Judged by today’s de facto standards for reporting research, it may seem
unreasonable to expect investigators to set the results of new trials in the
context of updated systematic reviews of other relevant data. This process
will become less onerous, however, if, before embarking on new trials,
researchers prepare or refer to relevant systematic reviews of the relevant
evidence available at that time. Setting the new data in the context of
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updated versions of these reviews will then make clear what contribution
the new study has made to the totality of the evidence. Electronic
publishing now provides the means whereby such detailed reports of
research can be handled,65 and a medium for keeping systematic reviews up
to date.60,66,67

Returning to the example of the anti-arrhythmic drugs it is worth noting
that at least 50 trials of these drugs were conducted over nearly two
decades43 before official warnings about their lethal impact were issued.
Had the new data generated by each of these trials been presented within
the context of systematic reviews of the results of all previous trials, the
lethal potential of this class of drugs would have become clear earlier, and
an iatrogenic disaster would have been contained if not avoided.68

In summary, up-to-date systematic reviews of existing evidence and
registers of planned and ongoing trials are essential for scientific and ethical
trial design, monitoring and reporting, and for protecting the interests of
patients, and the public more generally.
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Part VI: The Cochrane Collaboration



25 The Cochrane
Collaboration in the 20th
century
GERD ANTES, ANDREW D OXMAN
for the Cochrane Collaboration

Summary points

• The Cochrane Collaboration is an international organisation of health
care professionals, practising physicians, researchers and consumers. 

• The Collaboration aims to help people make well-informed decisions
about health care by preparing, maintaining and promoting the
accessibility of systematic reviews.

• The main work of the Collaboration is done by about 50 Collaborative
Review Groups that take on the task of preparing and maintaining
Cochrane reviews.

• The Collaboration fosters the development and improvement of
methods used in systematic reviews and the establishment of registers of
controlled trials.

• The output of the Collaboration is published in the The Cochrane Library
which is available on CD-ROM and on the internet. The Cochrane
Library contains the Cochrane Database of Systematic Reviews, the
Cochrane Controlled Trials Register and other databases.

Health care professionals, researchers, policy makers and people using
health services are overwhelmed with unmanageable amounts of informa-
tion. As discussed in chapter 1 systematic reviews are essential, although
not sufficient, to make informed decisions and thus prevent undue delays
in the introduction of effective treatments and the continued use of
ineffective or even harmful interventions. The Cochrane Collaboration’s
logo (see Figure 25.1) illustrates a systematic review of seven randomised
controlled trials (RCTs) of a short, inexpensive course of a corticosteroid
given to women about to give birth too early, comparing the intervention
with placebo. A schematic representation of the forest plot (see Chapter 1)
is shown. The first of these RCTs was reported in 1972, the last in 1980.
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The diagram summarises the evidence that would have been revealed, had
the available RCTs been reviewed systematically a decade later: it indicates
strongly that corticosteroids reduce the risk of babies dying from the com-
plications of immaturity. Because no systematic review of these trials had
been published until 1989, most obstetricians had not realised that the
treatment was so effective, reducing the odds of the babies of these women
dying from the complications of immaturity by 30–50%. As a result, tens of
thousands of premature babies have probably suffered and died unneces-
sarily, and needed more expensive treatment than was necessary. By 1991,
seven more trials had been reported, and the picture had become stronger
still.

The ambitious aim of the Cochrane Collaboration is to prepare, main-
tain and promote the accessibility of systematic reviews in all areas of health
care. The Cochrane Collaboration is intrinsically linked to the develop-
ment of the science of systematic review and much of the progress
described in this book was to some extent influenced, if not driven, by the
Collaboration. In this chapter we will describe the historical developments
that led to this unique enterprise, which has been compared to the Human
Genome Project in its potential implications for modern health care.1 We
will discuss the Collaboration’s remit and structure and describe its output
at the end of the 20th century. The second chapter in this section will
address the considerable challenges that the Cochrane Collaboration faces
going into the next millennium.

Background and history

In 1972 the British epidemiologist Archie Cochrane drew attention to
our great collective ignorance about the effects of health care in his
influential book “Effectiveness and efficiency. Random reflections on
health services”2 Cochrane recognised that people who want to make
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informed decisions about health care do not have ready access to reliable
reviews of the available evidence.3 His book and the discussion stimulated
by it inspired what in retrospect can be seen as a pilot project for the
Cochrane Collaboration.4 Beginning in 1974 all controlled trials in
perinatal medicine were systematically identified and assembled in a trials
register. By 1985 the register contained more than 3500 reports of
controlled trials, leading to the preparation of around 600 systematic
reviews in the late 1980s. In 1987, the year before his death, Cochrane
referred to a collection of systematic reviews of randomised controlled trials
(RCTs) of care during pregnancy and childbirth, based on this work, as “a
real milestone in the history of randomised trials and in the evaluation of
care”. He suggested that other specialities should follow this example.5 In
the same year, the scientific quality of reviews published in major medical
journals was shown to leave much to be desired.6 Subsequently, the need
for systematically prepared reviews became increasingly recognised.

In response to Cochrane’s call for systematic, up-to-date reviews of all
relevant RCTs of health care, the Research and Development Programme,
initiated to support the British National Health Service (NHS), provided
funding to establish a “Cochrane Centre”, to “facilitate the preparation of
systematic reviews of randomised trials of health care”. This centre was
opened in Oxford in October 1992.7,8 Facilitated by a meeting organised by
the New York Academy of Sciences six months later,9 the idea spread
around the world and led to the formal launch of the Cochrane
Collaboration at the first Cochrane Colloquium, which was held in Oxford
in October 1993. By the end of 1994 six further Cochrane Centres had
been founded in Europe, North America and Australia. Ten groups were
established to prepare reviews within different areas of healthcare and
groups were formed to address methodological issues. The Collaboration
was registered as a charity in May 1995. A steep increase in activities
followed. New groups were established, attendance at the annual colloquia
grew rapidly and the number of contributors to the Collaboration grew
exponentially. At the end of the 20th century, more than 4000 health
professionals, scientists and consumers participate in the Collaboration, in
a structured and transparent framework of over 80 registered entities.
These are open to anyone who wants to contribute to the enormous task
that the Collaboration has undertaken. 

Mission, principles and organisation

The Cochrane Collaboration is an international organisation that aims to
help people make well-informed decisions about healthcare by preparing,
maintaining and promoting the accessibility of systematic reviews of the
effects of healthcare interventions.
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The work and the organisation of the Collaboration in its efforts to
achieve these aims are guided by ten principles (Box 25.1). These
principles and a transparent structure are crucial in light of the enormous
diversity in disciplinary and cultural backgrounds of the people who are
working together in the Collaboration. The Collaboration consists of five
types of entities, in addition to a Steering Group. Each of these is described
below and a detailed description of each registered entity is maintained in
The Cochrane Library, which is described below.10 To register as an entity
within the Collaboration a group must formally apply to the Steering
Group. This process and the criteria that are used to assess applications for
each type of entity are described in the Cochrane Manual (Box 25.2). The
Collaboration is a decentralised organisation in which each entity is
responsible for its own management and securing its own funding. The
Steering Group together with the Cochrane Centres are responsible for
monitoring the progress of entities as well as registering, or should the need
arise, de-registering entities.
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Box 25.1 Principles of the Cochrane Collaboration

• Collaboration, by internally and externally fostering good communica-
tions, open decision-making and teamwork.

• Building on the enthusiasm of individuals, by involving and supporting
people of different skills and backgrounds.

• Avoiding duplication, by good management and co-ordination to
maximise economy of effort.

• Minimising bias, through a variety of approaches such as scientific rigour,
ensuring broad participation, and avoiding conflicts of interest.

• Keeping up to date, by a commitment to ensure that Cochrane reviews are
maintained through identification and incorporation of new evidence.

• Striving for relevance, by promoting the assessment of healthcare
interventions using outcomes that matter to people making choices in
health care.

• Promoting access, by wide dissemination of the outputs of the
Collaboration, taking advantage of strategic alliances, and by promoting
appropriate prices, content and media to meet the needs of users world-
wide.

• Ensuring quality, by being open and responsive to criticism, applying
advances in methodology, and developing systems for quality improve-
ment.

• Continuity, by ensuring that responsibility for reviews, editorial processes
and key functions is maintained and renewed.

• Enabling wide participation in the work of the collaboration by reducing
barriers to contributing and by encouraging diversity.



THE COCHRANE COLLABORATION IN THE 20TH CENTURY

451

Box 25.2 Information about the Cochrane Collaboration 

Web sites
Adelaide, Australia: www.cochrane.org.au/
Hamilton, Canada: http://hiru.mcmaster.ca/cochrane/
Freiburg, Germany: www.cochrane.de

Additional sites can be found at any of the above addresses, including
mirror sites, sites in other languages, and sites maintained by Cochrane enti-
ties: www.cochrane.org/cochrane/ccweb.htm

Documents
Cochrane brochure www.cochrane.org/cochrane/cc-broch.htm
Cochrane leaflet www.cochrane.org/cochrane/leaflet.htm
Cochrane Manual www.cochrane.org/cochrane/cc-man.htm
Cochrane Reviewers’ Handbook www.cochrane.org/cochrane/hbook.htm
Steering Group minutes www.cochrane.org/cochrane/document.htm
Cochrane Consumers Network www.cochrane.org/cochrane/consumer.htm
About the Cochrane Library www.update-software.com/cochrane.htm

Email discussion lists
A list of the Collaboration’s email discussion lists can be found at:
www.cochrane.org/cochrane/maillist.htm

Information about how to subscribe to CCinfo, the Collaboration’s
primary discussion list, can also be found there.

Newsletters and contact details
A selection of current newsletters, including Cochrane News, the
Collaboration’s newsletter, are posted on the Collaboration’s Web sites:
www.cochrane.org/cochrane/newslet.htm

Information about additional newsletters can be found in The Cochrane
Library, in the description of each entity (under “About the Cochrane
Collaboration”) or by contacting relevant entities.

Contact details for all entities in the Collaboration can be found at:
www.cochrane.org/cochrane/crgs.htm

NHS Centre for Reviews and Dissemination (CRD)
Additional information about the CRD, DARE and other databases
prepared and maintained by CRD can be found at: 
www.york.ac.uk/inst/crd/



Collaborative Review Groups
The main work of the Collaboration is done by about 50 Collaborative

Review Groups that take on the central task of preparing and maintaining
Cochrane reviews. The members of these groups, including researchers,
health care professionals, people using the health services (consumers), and
others, have come together because they share an interest in ensuring the
availability of reliable, up-to-date summaries of evidence relevant to the
prevention, treatment and rehabilitation of particular health problems or
groups of problems. Each Collaborative Review Group has an editorial
base that includes a co-ordinating editor, a review group co-ordinator, a
secretary and in many cases a trials search co-ordinator. Others, such as
statistical and health economics advisors, and research fellows may also be
located at the editorial base. The editorial base is responsible for maintain-
ing a register of all relevant studies within the scope of the Review Group,
co-ordinating and supporting the preparation and updating of reviews, and
managing the Group’s editorial processes.

Each Collaborative Review Group is responsible for preparing a module
of reviews within the Group’s scope that, together with the modules pre-
pared by other Review Groups, form the Cochrane Database of Systematic
Reviews, described below. Other members of the editorial team include
additional editors, who must come from more than one country and
discipline, a criticism editor, and a consumer representative. Reviewers
who prepare and update the reviews included in each Review Group’s
module come from a variety of countries, disciplines and backgrounds.
Other contributors to Collaborative Review Groups include people who
help by handsearching journals to identify studies, peer referees and
translators.

Cochrane Centres
The work of Collaborative Review Groups and other entities is co-

ordinated and supported by 15 Cochrane Centres around the world. Each
centre is responsible for providing guidance, training and support for all of
the entities and individual contributors within the geographical area for
which it is responsible. The Centres are also responsible for providing
information to people and organisations wishing to learn more about the
Collaboration or wanting to become involved, and for promoting the aims
of the Collaboration within the areas for which they are responsible.

Method Groups
Methods Groups advise the Collaboration on the methods it uses to

prepare, maintain and promote the accessibility of systematic reviews,
promote and support relevant empirical methodological research and help
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to prepare and maintain systematic reviews of relevant methodological
research. For example, the Statistical Methods Group is, among other
things, assessing ways of handling different kinds of data for statistical
synthesis, and the Applicability and Recommendations Methods Group is
exploring important issues surrounding the application of the results of
reviews in making decisions and formulating recommendations. The
results from ongoing methodological research are presented and discussed
at the annual Cochrane Colloquia. Publications, other reports, workshops
and meetings of each Methods Group are included together with a descrip-
tion of the Group’s background, scope and contributors in The Cochrane
Library.

Fields
Fields (or Networks) are groups of people with a broad interest that cuts

across a number of Collaborative Review Groups. The focus can be on the
setting of care (e.g. primary care), the type of consumer (e.g. older people),
the type of intervention (e.g. vaccines), or a broad category of problems
(e.g. cancer). Fields contribute to achieving the aims of the Collaboration
by searching for trials within their area of interest and contributing these to
the Cochrane Controlled Trials Register, described below. They help to ensure
that priorities and perspectives in their sphere of interest are reflected in the
work of Collaborative Review Groups by commenting on systematic
reviews relating to their area of interest. They link reviewers from their area
of interest to appropriate Collaborative Review Groups and help to train
and support them. They liaise with relevant organisations within their area
and over time they may elect to develop specialised databases of reviews
plus other information to support decision making by people within their
area of interest.

The Consumer Network
Consumers participate throughout the Cochrane Collaboration.

Collaborative Review Groups, Fields, and Cochrane Centres all seek input
and feedback from consumers, which is considered essential in order to
fulfil the Collaboration’s aims. The Consumer Network has been estab-
lished to reflect consumer interests within the Cochrane Collaboration.
The basis for the Network is a belief that involvement by consumers in the
work of the Collaboration is important, and that this involvement will be
enhanced by collaboration among consumers and others. The Consumer
Network aims to provide information for consumers and encourage and
support the involvement of consumers throughout the Cochrane
Collaboration’s activities.

Additional information about the Consumer Network can be found on
the Collaboration’s World Wide Web sites (Box 25.2).
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The Steering Group
The official membership of the Collaboration consists of all registered

entities. Each entity, in turn, determines its own membership, who is
eligible to vote for candidates to represent that type of entity on the
Collaboration’s Steering Group. The Steering Group has fourteen elected
members, who meet twice a year, once during the annual Cochrane
Colloquia and on one other occasion. The minutes of its meetings are on
the Collaboration’s web sites (Box 25.2). The Steering Group has overall
responsibility for overseeing the development and implementation of policy
affecting the Collaboration, and legal responsibility as the Board of
Directors for the Collaboration as a registered charity. Subgroups and
advisory groups accountable to the Steering Group are described in the
Cochrane Manual (Box 25.2).

Communication

The creation and maintenance of electronic internet-based communica-
tion structures are an essential part of the Collaboration’s work, which
enables it to function as an efficient global network, at relatively low costs.
Several electronic mailing lists exist for exchange of information (Box
25.2). The “CCinfo” list is the primary email list for the Cochrane
Collaboration. It aims to keep members of the Collaboration well informed
about the activities and policies of the Collaboration. It is moderated (all
items are checked for suitability before being distributed to subscribers)
and compiled several times each month. It is open to anybody with an
interest in the Collaboration. 

A wealth of material is found on the Collaboration’s web pages, which
are mirrored at several places to allow quick access from all parts of the
world (Box 25.2). The pages contain general information about the
Collaboration, including contact details, information about workshops
and meetings and the abstracts of all Cochrane reviews. Cochrane web
pages can also be found in languages other than English and several
entities have their own web pages. Documents, such as the Cochrane
Reviewers’ Handbook, and the Collaboration’s Review Manager software
(see Chapter 15) are available on the web sites and file transfer protocol
(FTP) servers.

In addition to this wide array of electronic communication, many entities
publish newsletters and a number of publications describing the
Collaboration are available. Cochrane News, published by the
Collaboration, and a number of other Newsletters published by Cochrane
entities, are also available on the Collaboration web sites.
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Output of the Cochrane Collaboration

The efforts of the Cochrane Collaboration are focussed on producing
and maintaining up-to-date systematic reviews, which are available,
together with other databases, in The Cochrane Library. The Cochrane
Library may be purchased on CD-ROM or subscribed to on the internet
directly from its publisher10 or from several other providers. Both the CD-
ROM and online versions of The Cochrane Library are currently updated
quarterly. Increasingly the Library is being made available to individuals
through group subscriptions and it is the aim of the Collaboration to
minimise cost as a barrier to access to its products. 

The Cochrane Library contains the following databases that can be
searched simultaneously with the search engine provided:

• The Cochrane Database of Systematic Reviews (CDSR). CDSR is a
rapidly growing collection of regularly updated, systematic reviews of the
effects of health care, maintained by the Cochrane Collaboration. This
is the primary product of the Cochrane Collaboration.

A unique feature of The Cochrane Database of Systematic Reviews is
that Cochrane reviews, unlike other published reviews, can be updated
when new data become available or in the light of comments, criticisms
and suggestions. The Comments and Criticisms System that is an
integral component of The Cochrane Database of Systematic Reviews is
not yet being used as extensively as we would wish, but it holds the
promise of a “democratisation” of “post-publication peer review”, and
the potential to reduce the time required to identify and correct errors.

• Database of Abstracts of Reviews of Effectiveness (DARE). DARE aims
to include structured abstracts of all recent non-Cochrane systematic
reviews of the effects of health care and diagnostic test accuracy
published in journals and elsewhere. The NHS Centre for Reviews and
Dissemination (CRD) at the University of York critically appraises the
reviews, prepares the structured abstracts and maintains DARE (see Box
25.2).

• The Cochrane Controlled Trials Register (CCTR). CCTR is a biblio-
graphy of controlled trials, downloaded from databases like MEDLINE
and EMBASE or identified as part of an international effort to hand-
search the world’s journals and create an unbiased source of data for
systematic reviews (see Chapter 4 for a detailed description of CCTR).

• The Cochrane Review Methodology Database (CRMD). CRMD is a
bibliography of articles and books on the science of research synthesis
and evaluations of the effects of health care. 

• About the Cochrane Collaboration. This is a compilation of descriptions
of each entity within the Collaboration maintained by the respective
entities.
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• Other sources of information. This currently includes the list of internet
sites relevant to evidence based practice which is produced by the School
of Health and Related Research (ScHARR) at the University of
Sheffield. A collection of titles and abstracts of reports from various
health technology assessment agencies is also included in this section.

The Library also includes the Cochrane Reviewers’ Handbook,11 which
describes policies and provides guidelines for preparing and maintaining
Cochrane reviews, and a glossary of terminology used in the Cochrane
Collaboration and relevant methodological terms. Future plans for The
Cochrane Library include improving the interface and adding additional
databases, including databases of economic analyses (maintained by
CRD), systematic reviews of diagnostic test accuracy (under development),
and systematic reviews of methodological research (prepared by the
Cochrane Empirical Methodological Studies Methods Group).
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Box 25.3 Articles that provide useful descriptions of the
Cochrane Collaboration and its development.

Chalmers I, Enkin M, Keirse MJNC. Preparing and updating systematic
reviews of randomized controlled trials of health care. Milbank Q
1993;71:411–37.

Chalmers I. The Cochrane Collaboration: preparing, maintaining, and dis-
seminating systematic reviews of the effects of health care. Ann NY Acad Sci
1993;703:156–65.

Chalmers I, Haynes RB. Reporting, updating and correcting systematic
reviews of the effects of health care. BMJ 1994;309:862–5.

Bero L, Rennie D. The Cochrane Collaboration: preparing, maintaining and
disseminating systematic reviews of the effects of health care. JAMA
1995;274:1935–8.

Chalmers I, Sackett D, Silagy C. The Cochrane Collaboration. In: Maynard
A, Chalmers I, eds. Non-random reflections on health services research. London:
BMJ Publishing Group, 1997:231–49.

Dickersin K, Manheimer E. The Cochrane Collaboration: evaluation of
health care and services using systematic reviews of the results of randomized
controlled trials. Clin Obstet Gynecol 1998;41:315–31.



Conclusion

Six years after its foundation and after a period of dynamic evolution, the
Cochrane Collaboration has established guiding principles, a set of
policies, an organisational structure and mechanisms for communication
that offer a rich environment for reviewers and other contributors to
achieving its aim of preparing, maintaining and promoting the accessibility
of systematic reviews of the effects of healthcare. The rapidly growing
number of reviews published in the Cochrane Database of Systematic
Reviews demonstrates that this support is appreciated by an increasing
number of individuals in all areas of healthcare. The Collaboration’s
growth is driven by the improved acceptance of systematic reviews in many
countries around the globe. However, the continuing international expan-
sion leads to new challenges by introducing a new level of diversity, with
respect to differences in cultural and social background, available resources
and language. As discussed in the following chapter the transformation of a
group of enthusiastic individuals into an efficient international organisation
is at the heart of this process. Looking back on the work of the last six years
there is ample reason to believe that the forthcoming challenges will be met
successfully.
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26 The Cochrane
Collaboration in the 21st
century: ten challenges and
one reason why they must
be met
ANDREW D OXMAN

Summary points

• While the Cochrane Collaboration has a simple aim, there are
formidable challenges that must be met to achieve this aim.

• Ethical and social challenges include finding ways to continue to build
on enthusiasm while avoiding duplication and minimising bias, to
promote access while ensuring continuity, to ensure sustainability and to
accommodate diversity.

• Logistical challenges include finding ways to efficiently identify trials
and manage criticisms and updates of reviews.

• Methodological challenges include developing sound guidelines for
deciding what types of studies to include in reviews, effective ways of
communicating the results of reviews and summarising the strength of
evidence for specific effects, and effective ways of involving consumers.

• These challenges must be met because there is no acceptable alternative.

As described in the previous chapter, the Cochrane Collaboration is an
international organisation that aims to help people make well informed
decisions about healthcare by preparing, maintaining and promoting the
accessibility of systematic reviews of the effects of healthcare interventions.
In this chapter I will discuss major challenges to achieving these aims, six
years after the Collaboration began in 1993. These include ethical, social,
logistical and methodological challenges (Box 26.1). While these chal-
lenges are most relevant to contributors to the Cochrane Collaboration and
users of its products, anyone who shares the desire to have available
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systematic summaries of current best evidence for people making decisions,
both within and outside of healthcare, must address similar issues.

Ethical challenges

Ethical challenges arise when there is a conflict between principles.1 For
example, the principle of doing good (beneficence) is frequently in conflict
with the principle of allowing people to make their own decisions
(autonomy). When the balance shifts too far towards beneficence this
might be considered paternalistic, whereas it might be considered
irresponsible if the balance shifts too far towards autonomy. Different
people, of course, may have different views of what the appropriate balance
is with respect to specific decisions or actions. The Cochrane
Collaboration’s work is based on ten key principles (see Chapter 25). Not
surprisingly, conflicts arise between these principles and finding the right
balance is a challenge. Three such challenges are considered here.

Box 26.1 The ten challenges and one reason why they
must be met

Ethical challenges
1 Building on enthusiasm while avoiding duplication
2 Building on enthusiasm while minimising bias
3 Promoting access while ensuring continuity

Social challenges
4 Ensuring sustainability
5 Accomodating diversity

Logistical challenges
6 Identifying trials
7 Managing criticisms and updating reviews

Methodological challenges
8 Deciding what types of studies to include in reviews
9 Summarising the strength of evidence

10 Effectively involving consumers

Why these challenges must be met
There are no acceptable alternatives



Building on enthusiasm while avoiding duplication
Preparing and maintaining systematic reviews is demanding work.

Getting it done and doing it right depend on the enthusiasm of the people
who undertake this work, particularly reviewers. Because there are so few
people with the enthusiasm, skills and resources to prepare and then keep
up-to-date systematic reviews, it is important to avoid duplication of effort.
In addition to being a poor use of scarce resources, undesired duplication
can result in confusion and conflict. Finding an appropriate balance
between building on the enthusiasm of individuals and avoiding duplica-
tion of effort has been a challenge for the Collaboration from its beginning.

Individuals who have organised themselves around common interests
such as stroke, schizophrenia and sexually transmitted diseases undertake
the work of the Collaboration. It was agreed when the Collaboration first
started that the best way to organise these groups, called Collaborative
Review Groups (CRGs), would be around problems. However, peoples’
enthusiasms do not fall naturally into non-overlapping sets of problems. In
forming CRGs we have, for the most part, tended to rely on the principle
of building on enthusiasm. After six years there are approximately 50
review groups that cover most of healthcare with relatively few holes. Thus
far, there has been almost no conflict between review groups as to which
group should be responsible for reviews that are of interest to more than
one group; e.g. hypertension in diabetes or malaria prophylaxis in preg-
nancy. This is largely a tribute to the extent to which people adhere to our
first principle: collaboration. However, deciding how to form questions that
fit together in a coherent framework (with minimal undesired duplication),
while responding to and supporting the enthusiasm of individual reviewers
who may have questions that do not fit neatly into that framework, is still a
challenge.

As with any research the first and most important step is asking the right
question. There is no simple answer to how big or small a question should
be for a review or to what makes a good question. It is desirable to avoid
reviews that ask questions that are “too large” or “too small”. Reviews that
are too large and complex may be difficult for people to use and difficult to
maintain. On the other hand, because of the risks of subgroup analysis,2–4 a
review should not arbitrarily focus on a subgroup of studies based on
patient characteristics, the setting, or characteristics of the intervention;
unless there is a solid rationale for doing so. Focusing on a subgroup of
studies can result in spurious conclusions, as illustrated by the miracle of
DICE therapy for acute stroke,5 or miss an important effect, such as
mortality associated with general anaesthesia compared with local or
regional anaesthesia across different surgical procedures.

Cochrane reviews should almost never be split-up based on outcomes,
both because of the duplication of effort that this is likely to involve and
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because it is unlikely to make sense from the perspective of someone using
a review to make a practical decision. For example, someone deciding
about hormone replacement therapy is likely to be interested in all its
important effects, including possible benefits, such as reducing the risk of
fractures and cardiovascular disease, and possible adverse effects, such as
increasing the risk of breast cancer. From this perspective, it would be
unhelpful, as well as inefficient, for each of the many review groups with an
interest in this intervention to focus only on the outcomes that they
consider within their scope.

There remains a large middle ground between reviews that are too large
or small where, hopefully, through both experience and methodology we
will find the right balance. The human challenge is more difficult; i.e. how
to accommodate the interests of enthusiastic individuals with overlapping
interests and avoid any pretence of monopolising areas. It is unlikely that a
permanent fix will be found for this challenge. Ongoing vigilance is
required from both within and outside the Collaboration. We must remain
open to criticism and responsive to people with new ideas. If we do not, the
Collaboration will stagnate.

In addition, we must ensure that there is enthusiasm for addressing
important questions, whether there is evidence to answer those questions
or not. Unfortunately, academic and other incentives are likely to generate
the most enthusiasm for questions where there is evidence, even though
those questions may sometimes be of trivial importance. Often it is more
important to address questions where little or nothing is known, to make
this clear to people making decisions now, and to support decisions to
undertake new research to answer important questions for which there is no
evidence.

Building on enthusiasm while minimising bias
A fundamental argument for the Cochrane Collaboration, and

systematic reviews in general, is to provide summaries of what we know,
and do not know, that are as free from bias as possible. However, there are
at least three important ways in which balancing our need to build on the
enthusiasm of contributors with our aim to minimise bias represents a
major challenge. Firstly, people who have an enthusiasm for summarising
the evidence on a particular topic often have strong opinions, which can
sometimes result in biased judgements about how a review is done or how
the results are presented, discussed and interpreted. Since our experience
and our surroundings influence us all in various ways, this problem will
never be completely eliminated. By continually striving to develop ways of
making both the methods and assumptions underlying a review as explicit
and clear as possible, we can reduce this problem. Because the methods
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and assumptions underlying Cochrane reviews are published first in
protocols that describe the process that will be used in preparing a review,
and subsequently in completed reviews, these are open to criticism and
revision both before and after completion of a review. To succeed this must
be coupled, again, with remaining open and responsive to criticisms.
Although explicit declarations of potential conflicts of interest might also
help, relatively little is known about how to ensure that important conflicts
of interest are identified and reported. How often important potential
conflicts of interest are hidden behind the standard “none known”
statement under this heading is unknown, although there is some evidence
that financial conflicts of interest are underreported.6 Underreporting is
likely to be at least as common for other types of conflicts of interest.
Studying this problem and developing an empirical basis for reducing the
risks of conflicts of interest is a challenge that is likely to remain so at least
until the next edition of this book.

Secondly, enthusiasms that are related to competing interests, that is
interests that are secondary to achieving the aims of the Cochrane
Collaboration, can be a problem in other ways, particularly interests
that are related to funding. For example, review groups may be tempted
to lower their standards for reviews or to split reviews inappropriately, if
their funding is contingent on the quantity of reviews they produce.
Reviewers may be slow to respond to criticisms and update reviews, if
their initial enthusiasm was related to the availability of external funding
for preparing a review and there is no funding for maintaining it. A lack
of academic recognition for maintaining a review after it is first
published might have a similar effect. Maintaining enthusiasm and
avoiding bias and other problems arising from competing or conflicting
interests depends firstly on recognising these problems. Beyond this, it
is necessary to foster a culture and conditions within the Cochrane
Collaboration in which quality and the importance of keeping reviews
up-to-date are highly valued, and to promote these values outside of the
Collaboration.

Thirdly, enthusiasm alone is not sufficient to enable people to contribute
effectively to Cochrane reviews. This is especially true for people from low
and middle-income countries who do not have the resources to participate
in the Collaboration. If we do not actively promote and seek resources to
support their participation, we risk having a biased perspective in reviews,
if reviewers make assumptions based on circumstances in wealthier
countries. We also risk having a biased selection in the topics that are
reviewed, with inadequate coverage of problems that are most important to
the majority of the world’s people. While this may simply reflect the
distribution of resources for both healthcare research and health services in
the world, we must strive to do better than this.
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Promoting access while ensuring continuity
The third ethical conflict that I would identify as being amongst the most

important challenges that must be addressed by the Cochrane
Collaboration is between promoting access to Cochrane Reviews and
ensuring the continuity of our work. A great deal of work goes into
preparing a systematic review. Cochrane reviews require an ongoing com-
mitment after they are first published: to update searches for new relevant
studies, to respond to valid criticisms, and to update reviews in the light of
new developments. The main responsibility for maintaining a review lies
with the reviewers, almost all of whom do this because of a personal interest
in the topic of the review. This is often done in connection with a
professional responsibility to keep up-to-date on a topic. However,
preparing, maintaining and promoting the accessibility of the Cochrane
Database of Systematic Reviews requires the collaboration of thousands of
people to search for studies, translate, provide methodological training and
support, referee and edit material, provide administrative and technological
support, and to co-ordinate this work. Although the Cochrane
Collaboration is built on shared aims and the principles summarised in
chapter 25, achieving our aims requires resources. Balancing the need to
secure these resources, while at the same time trying to ensure that the
results of all this effort are available, and affordable, to everyone is indeed
challenging. I believe this is primarily a challenge in the short term and that
we will meet this challenge. It reflects the transitional phase in which we
are: transforming from a relatively small group of idealistic individuals to a
large, efficient international organisation. The challenge is to make this
transition without sacrificing our principles.

Social challenges

Ensuring sustainability
Cochrane review groups have between zero and 150 completed reviews

and up to 65 protocols each. The number of completed reviews is growing
by over 200 new reviews per year and the number of new protocols is
growing more rapidly, indicating an increase in the production of new
reviews as CRGs become established. This alone requires a tremendous
effort. On top of this, CRGs must continue to develop and maintain
specialised registers of trials within their scope, update an increasing
number of reviews each year, respond to criticisms and keep up with
methodological, technological and organisational developments. Although
this work is shared by thousands of people around the world, this
represents more of a workload for some than for others and there are signs
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of exhaustion from many people with heavy workloads within the
Collaboration. 

There is a great deal of pressure on the Collaboration to constantly
improve both the quantity and the quality of its work. This comes from
those that fund the work, users and, perhaps most, from those who are
doing the work, our selves. The Cochrane Database of Systematic Reviews
contains hundreds of reviews and protocols, but these represent only a frac-
tion of the questions that are important to people making decisions about
healthcare. We need to and want to act quickly and well to fill the large void
that exists for people who want to make better-informed decisions about
healthcare interventions. However, this pressure is taking its toll. For the
Collaboration to survive, and achieve its aims, we must have reasonable
expectations of how quickly we can progress. These expectations must be
constantly adjusted and conveyed both internally and externally. Above all,
we must value and nurture the most precious resource we have, the many
hard working people who are needed to achieve the aims of the
Collaboration.

Accommodating diversity
The Collaboration requires a wide range of people from different back-

grounds and cultures who bring with them different types of expertise. This
diversity is a strength of the Cochrane Collaboration. It is also a challenge
to find ways of accommodating this diversity. This requires good commu-
nication across different languages and varying degrees of background
knowledge and familiarity with the Collaboration. It also requires avoiding
ways of communicating that are understood by those that are inside the
Collaboration but exclude those who are not. One sign that the Cochrane
Collaboration is succeeding is the fuzzy boundaries that exist between
contributors and users. At the same time, there is a risk inherent in this:
neglecting the needs of active contributors within the Collaboration and
not adequately supporting their continuing education and development.
Finding the right balance between these sometimes-competing needs is not
easy. It is most clearly manifest at the annual meetings of the Cochrane
Collaboration (Cochrane Colloquia, see Chapter 25). Over the past several
years we have striven to ensure that newcomers are welcome at the
Colloquia. However, in avoiding exclusivity we have to some extent
sacrificed opportunities to meet the needs of active contributors to the
Collaboration.

Many difficulties arise in communication arising from language differ-
ences, cultural norms relating to interpersonal interactions, and power
relations between north and south (partly arising from vestiges of
colonialism and partly from imbalances in resources). Much has been done
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to address these difficulties already, particularly by some CRGs, Cochrane
Centres and individuals. However, we still have a long way to go. We must
continually struggle to improve and to address imbalances due to language
or resource differences, and we must avoid assumptions based on any
particular set of cultural norms.

Logistical challenges

Identifying trials
Over 1100 journals are being hand-searched by the Cochrane

Collaboration, and MEDLINE, EMBASE and other bibliographic data-
bases are being systematically and thoroughly searched for trials. This is a
huge effort, which has resulted in the identification of over a quarter of a
million reports of trials (see Chapter 4). There are still thousands of jour-
nals that are not being hand searched and many other electronic search
strategies that might be used to identify trials. However, the backlog of
completed healthcare trials is likely to be less than half the one million
estimated by Chalmers and Haynes in 1994.7 Because of overlap among
different sources and because sources with the highest yield are being
searched first, there are steeply diminishing returns on additional efforts to
identify trials. Moreover, as long as the focus of these search strategies is on
published reports, the results are likely to be biased (see Chapter 3).8–11 The
only way to avoid this bias is through prospective registration of trials.10–12

In the same way that reviews are limited by the quality of the evidence that
is available, the work of the Cochrane Collaboration in identifying trials is
limited by the availability of complete registers of trials. Although the
Cochrane Collaboration can support the development of registers of trials,
ultimately this will depend on a commitment from governments, research
funders, ethics committees and others. The need for prospective registra-
tion has been identified for well over a decade.13 Although responses to this
recognised need have been frustratingly slow, there are reasons for
increased optimism now (see Chapter 4).14–17 As prospective registration
becomes more widely implemented, the role of the Cochrane
Collaboration in identifying trials should change dramatically. Meanwhile,
for at least the next five years, we will need to continue to struggle at the
margin. To a large extent, this reflects the need to clean up after over five
decades of healthcare trials with inadequate systems for organising the
results of this extensive investment of resources.

Managing criticisms and updating reviews
Cochrane reviews, like other systematic reviews and research reports,

must be read critically (see also Chapters 5 and 7). Publication in the
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Cochrane Database of Systematic Reviews does not guarantee that a review is
free of bias or errors. Empirical research indicates that Cochrane reviews
are, on average, more methodologically rigorous, more frequently updated
and less likely to show evidence of bias than meta-analyses published in
journals.18,19 This does not mean that Cochrane reviews do not have short-
comings or that there are not ways in which Cochrane reviews in general
can be improved. While critics of the Collaboration are quick to point out
general shortcomings, the majority of feedback received through our criti-
cism management system, from systematic assessments of various aspects
of Cochrane reviews and provided informally, comes from people working
within the Collaboration. Nonetheless, the amount of criticism is already a
burden on review groups, which are expected to respond promptly to criti-
cisms and comments. Ingenuity will be needed to develop mechanisms that
encourage submission of valid criticisms that will lead to improvements in
reviews, while not overwhelming review groups. 

Similarly, ingenuity is needed to find ways of supporting reviewers and
CRGs in their efforts to update reviews in the light of new evidence. A
unique feature of Cochrane reviews is that they are updated. Although the
Collaboration has a policy that reviews should be updated at least yearly,
this has proven difficult to implement. Some reviews published in the
Cochrane Database of Systematic Reviews are already seriously out of date.
Addressing this problem is at least as important as producing new reviews
that address other important questions. 

One way in which this problem must be addressed is by ensuring that
people who first express an interest in preparing a Cochrane review
understand that this carries with it an obligation to update the review on
an ongoing basis. It is mutually beneficial for CRGs and organisations that
commission systematic reviews to use those resources to prepare Cochrane
reviews. However, in doing so it is essential that we adhere to the principle
of building on the enthusiasm of individuals, who have an interest in
updating a review beyond the period for which they are funded to first
prepare the review. Ignoring this principle may help produce new
Cochrane reviews, but it will create serious problems with maintaining
those reviews.

Methodological challenges

Although meta-analyses have been published for almost a century (see
also Chapter 1),20–23 the science of systematically reviewing research is
young.24–25 It is only during the past two decades that attention has been
paid to the scientific quality of reviews in the social sciences and health-
care. Nonetheless, there has been a heartening growth of both interest and
empirical research regarding the methods that are used to summarise
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evidence. The Cochrane Review Methodology Database contains over
1000 references relevant to systematic reviews of the effects of healthcare,
many of which are reports of empirical methodological research.27 This
includes studies and papers that address a wide range of methodological
issues regarding the formulation of questions, identification of studies,
data collection, assessment of study quality, meta-analysis, and inter-
preting and reporting the results of reviews. There are many unanswered
questions concerning decisions about what methods to use when
preparing a review. Among these there are three questions that I will
highlight here as being particularly important challenges for the Cochrane
Collaboration.

Deciding what types of studies to include in reviews
There are both logical arguments and an empirical basis for using

randomised controlled trials (RCTs) to evaluate the effects of healthcare
interventions and to restrict systematic reviews to RCTs.4,28 However, it
may sometimes be appropriate to conduct a systematic review of non-
randomised studies of the effects of healthcare. For example, occasionally
the course of a disease is so uniform or the effects of an intervention are so
dramatic that it is unnecessary and unethical to conduct RCTs. Under such
circumstances it would not be sensible to restrict a review to RCTs. RCTs
might also be difficult, impossible or inappropriate for evaluating the effects
of some interventions or some effects, such as rare adverse effects. While
attention to the risk of bias should guide decisions about what types of
study designs to include in a review, currently individual reviewers and
review groups must decide what types of studies are best suited to specific
questions. This is a pragmatic solution to deciding where to set the cut-off
for what types of studies to include in Cochrane reviews, but ad hoc
decisions about what types of studies to include may be even more arbitrary
than only including RCTs, and they can introduce bias.

The inclusion of non-randomised studies puts additional demands on
reviewers to locate studies, assess their quality and analyse the results.4

Moreover, inconsistency from review to review regarding what types of
studies are included is likely to cause confusion and mistrust, if decisions
about this appear arbitrary. While the Cochrane Collaboration should
continue to focus on systematic reviews of RCTs and non-randomised
controlled trials, coherent and transparent decision rules are needed for
deciding when only to include RCTs, when to include non-randomised
controlled trials and when to include other types of evidence. So far as
possible, there should be an empirical basis for these decision rules, as well
as logical arguments. Developing that empirical basis is a major challenge
(see also Chapters 12–14).
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Summarising the strength of evidence
Cochrane reviews should aim to provide the best possible summary of

current evidence of the effects of healthcare. Deciding what evidence to
include is a first step in doing so. One of the last steps is to summarise the
overall level of evidence for each important effect, together with the best
estimate of the magnitude of each effect. Developing effective and efficient
ways of communicating the evidence is an important challenge for the
Cochrane Collaboration, particularly ways of communicating the overall
level of evidence for specific effects.

Over the past two decades approaches to characterise explicitly the level
of evidence underlying recommendations and the strength of the
recommendations have been developed for clinical practice guidelines (see
also Chapter 21).29–33 These have been motivated, in part, by recognition
that, although the strength of recommendation should reflect the level of
evidence, it also involves other types of information and judgements.
Occasionally, the results of a review will be such that no additional infor-
mation or judgements are needed to make a recommendation. For example,
if the effects of an intervention are unequivocally harmful, without any
benefit, it may be reasonable to conclude that the intervention should not
be used without the need for additional information. More often, healthcare
interventions are likely to have some beneficial effects, some harmful effects
and costs. There is always some degree of uncertainty about all of these, and
other information and judgement are needed to make a decision or
recommendation about what should be done. Those making decisions or
recommendations must, either implicitly or explicitly, make an assessment
about the level of evidence for each effect that is or should be considered.
Advantages of doing this systematically and explicitly are that this may
reduce the chance of bias, result in more reliable assessments, and make it
easier for others to appraise the judgements that were made.

One of the first such approaches was that used by the Canadian Task
Force on the Periodic Health Examination.29 Since then a variety of other
approaches have been proposed. To some extent all of these approaches
have suffered from lack of clear definitions of what is meant by level of
evidence and strength of recommendation, and from difficulties in
simplifying a complex assessment into a simple model. For example, the
Canadian Task Force and a number of other approaches rely on study
design alone to determine the level of evidence. While this is admirable for
its simplicity, it ignores many other factors that are relevant to assessing the
level of evidence.

If level of evidence is defined as the extent to which one can be confident
that an estimate of effect or association is correct, the following considera-
tions are relevant, which are similar to considerations for assessing causal
inferences:4
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• How good is the quality of the included studies?
• How large and significant are the observed effects?
• How consistent are the effects across studies?
• Is there a clear dose-response relationship?
• Is there indirect evidence that supports the inference?
• Have other plausible competing explanations of the observed effects

been ruled out?

In addition to using an approach that is systematic and explicit, a
standard approach across reviews and review groups is desirable to help
ensure that the approach is understood by and useful to users of Cochrane
reviews. Development of a sensible, empirically based approach to
summarising levels of evidence in Cochrane reviews would be an important
contribution to ensuring good communication of the results of reviews and
achieving the aims of the Collaboration.

Effectively involving consumers
As noted above, preparing, maintaining and promoting the accessibility

of systematic reviews of the effects of healthcare interventions requires
contributions from a large number of people with different types of
expertise and backgrounds. From the beginning of the Cochrane
Collaboration it has been recognised that healthcare consumers should be
involved in developing Cochrane reviews because they are the ultimate
beneficiaries of the work and the reason why we bother, and to help ensure
that reviews are:

• targeted at problems that are important to people
• take account of outcomes that are important to those affected
• accessible to people making decisions
• adequately reflect variability in the values and conditions of people, and

the circumstances of healthcare in different countries.

Consumers can be involved in reviews in a number of ways, including:
helping to determine topics and issues for reviews, as co-reviewers and as
referees. While there are strong arguments for involving consumers,
relatively little is known about the effectiveness of various means of
involving consumers in the review process or, in healthcare research more
generally. Involving consumers involves ethical, logistical and social
challenges. To address these challenges, it is essential that we learn how to
effectively involve consumers in preparing, maintaining and promoting the
accessibility of Cochrane reviews. We must develop and evaluate methods
to ensure that consumer involvement is not simply a mantra, but an integral
– and effective – mechanism for helping to ensure that the aims of the
Cochrane Collaboration are achieved.
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Why these challenges must be met

If the Cochrane Collaboration is to succeed, it will require ongoing
efforts to address formidable methodological and logistical challenges. The
ethical and social challenges that the Collaboration faces are likely to be
even more difficult to address and more important. The boundaries
between what I have called ethical, social, logistical and methodological
challenges are fuzzy. Others might choose to label them differently, or not
use these labels at all. In any case, it is important that we do not neglect any
of these challenges, or the ethical, social, logistical and methodological
aspects of the challenges that must be addressed.

While I have raised these challenges specifically in the context of the
Cochrane Collaboration, they are challenges for anyone who recognises the
importance of having summaries of current best evidence readily accessible
to decision makers. Similar issues are likely to be important for other types
of evidence, such as evidence about diagnostic test accuracy (see Chapter
14), environmental health risks or cost effectiveness (Chapter 23), as well
as for evidence about the effects of healthcare. They are also likely to be
relevant for evidence of the effects of other types of interventions, such as
educational and social interventions.

As formidable as these challenges are, the alternatives to attempting to
address them are unacceptable. One such alternative is to rely on non-
systematic, out-of date summaries of evidence, using the occasional
systematic, up-to-date summary when one can be found, or delaying a
decision until an up-to-date systematic review can be prepared. Another is
simply to make decisions without concern for evidence of what the likely
consequences are. While these alternatives are common practice today,
thanks to the generous, collaborative and often exhausting efforts of
thousands of people around the world, they will hopefully not be common
practice in the future.
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